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1.История вычислительной техники

Одним из первых вычислительных устройств является абак, т.е. счеты; сами счеты являются просто системой хранения данных, и только сочетание человека и счет образует полную вычислительную машину.

В прошлом технология создания вычислительных машин основывалась на использовании зубчатых колес. Cоздатели таких механизмов: Блез Паскаль [1623-1662], Готфрид Вильгельм Лейбниц [1646-1716], Чарльз Бэббидж [1792-1871]. Эти устройства представляли данные с помощью расположения зубчатых колес, причем данные вводились механически, посредством приведения колес в необходимое положение.

Результаты вычислений в машинах Паскаля и Лейбница определялись путем считывания конечного положения колес, аналогично тому, как мы сейчас определяем суммарный пробег автомобиля по показаниям спидометра. Однако Бэббидж предвидел создание машин, которые будут печатать результаты вычислений на бумаге, что позволит устранить возможность ошибок при считывании.

Что касается способности следовать алгоритму, то в этих машинах уже явно виден определенный прогресс. Машина Паскаля могла выполнять только алгоритм суммирования. Поэтому средства выполнения соответствующей последовательности действий были встроены в саму машину. Аналогичным образом в архитектуру машины Лейбница был встроен набор неизменных алгоритмов, позволяющих выполнять множество арифметических действий по выбору оператора.

Машина Бэббиджа, в отличие от двух предыдущих машин, была сконструирована так, что последовательность выполняемых действий могла быть передана с помощью пробивок в бумажных картах. Таким образом, машина Бэббиджа была уже программируемой. Именно по этой причине ассистентка Бэббиджа, Августа Ада Байрон, считается первым в мире программистом.

Передача алгоритма с помощью отверстий в бумажных картах не является собственным открытием Бэббиджа. В 1801 году француз Джозеф Жаккард применил подобную технологию для управления ткацкими станками.

В частности, он разработал ткацкий станок, процесс плетения которого определялся узором из отверстий на металлических пластинах. Благодаря этому алгоритм, по которому работала машина, можно было легко изменить, что позволяло на одном и том же станке производить множество различных типов тканей. Позднее Герман Холлерит [1860-1929] использовал идею представления информации с помощью отверстий в бумажных картах для ускорения составления таблиц статистических сводок при переписи населения США в 1890 году. Фактически именно эта разработка Холлерита привела к созданию корпорации International Business Machines, или просто IBM.

2.Непрерывная информация

Объекты и явления характеризуются значениями физических величин. Например, массой тела, его температурой, расстоянием между двумя точками, длиной пути, яркостью света и т.д. Природа некоторых величин такова, что величина может принимать любые значения в каком-то диапазоне. Эти значения могут быть сколь угодно близки друг к другу, но все-таки различаться, а количество значений, которое может принимать такая величина, неограниченно. Такие величины называются непрерывными величинами, а информация, которую они несут в себе, непрерывной информацией.

Дискретная информация

Кроме непрерывных существуют иные величины, например, количество людей в комнате, количество электронов в атоме и т.д. Такого рода величины могут принимать только целые значения, например, 1, 2, 3, ..., и не могут иметь дробных значений. Величины, принимающие не всевозможные, а лишь вполне определенные значения, называют дискретными. Для дискретной величины характерно, что все ее значения можно пронумеровать натуральными числами 1, 2, 3, ...

Количество информации

Информация уменьшает степень неопределенности наших знаний. Степень неопределенности принято характеризовать с помощью понятия "вероятность". 

Вероятность - величина, которая может принимать значения в диапазоне от 0 до 1. Она может рассматриваться как мера возможности наступления какого-либо события, которое может иметь место в одних случаях и не иметь места в других.

формула Шеннона:  I = - ( p1 log2 p1 + p2 log2 p2 + . . . + pn log2 pn ), где n - число возможных состояний; p1, ..., pn - вероятности отдельных состояний. При фиксированном количестве состояний количество информации достигает максимума, когда все состояния равновероятны, т.е. p1=p2=...=pn=1/n. В этом случае, для оценки количества информации используют формулу Хартли:   I = log(n), которая является частным случаем формулы Шеннона.Единица информации называется битом.

Любую непрерывную величину можно представить в дискретной форме и наоборот.

7.Чтобы отличать отрицательные числа от положительных, в любых позиционных системах счисления можно использовать либо знак [такое представление чисел называется их прямым кодом], либо величину числа [одно из таких представлений чисел называется их дополнительным кодом].

Дополнением M n-разрядного целого числа K называется разность M = qn-K, где q - основание системы счисления.

5.Представление текста

Информация в форме текста обычно представляется с помощью кода, причем каждому отличному от других символу присваивается уникальная комбинация двоичных разрядов. В этом случае текст будет представлен как длинный ряд битов, в котором следующие друг за другом комбинации битов отражают последовательность символов в исходном тексте.

Американский национальный институт стандартов [American National Standards Institute, ANSI] принял американский стандартный код для обмена информацией [American Standard Code for Information Interchange, ASCII]. В этом коде комбинации двоичных разрядов длиной семь бит используются для представления строчных и прописных букв английского алфавита, знаков пунктуации, цифр от 0 до 9, а также кодов управления передачей информации. В наше время код ASCII часто употребляется в расширенном восьмиразрядном формате, который получается посредством добавления слева нулей к исходным семиразрядным двоичным кодам. Благодаря этому можно получить не только коды, размер которых соответствует типичной однобайтовой ячейке памяти, но и 128 новых дополнительных комбинаций двоичных разрядов. Это позволяет представлять символы, не поддерживаемые исходной версией кода ASCII. 

8. Вещественные числа

Любое число N в системе счисления с основанием q можно записать в виде N = M * qp, где M называется мантиссой числа, а p - порядком. Такой способ записи чисел называется представлением с плавающей точкой.

Если "плавающая" точка расположена в мантиссе перед первой значащей цифрой, то при фиксированном количестве разрядов, отведенных под мантиссу, обеспечивается запись максимального количества значащих цифр числа, то есть максимальная точность представления числа в машине. Из этого следует, что мантисса должна быть правильной дробью, первая цифра которой отлична от нуля: M  [q-1,1). Такое, наиболее выгодное для компьютера,представление вещественных чисел называется нормализованным. При хранении числа с плавающей точкой отводятся разряды для мантиссы, порядка, знака числа и знака порядка

3.Система счисления - это способ записи чисел с помощью заданного набора специальных знаков (цифр). Существуют позиционные и непозиционные системы счисления. 

В непозиционных системах вес цифры (т.е. тот вклад, который она вносит в значение числа) не зависит от ее позиции в записи числа. Так, в римской системе счисления в числе ХХХII  вес цифры Х в любой позиции равен просто десяти.

В позиционных системах счисления вес каждой цифры изменяется в зависимости от ее положения в последовательности цифр, изображающих число. 

Например, в числе 757,7 первая семерка означает 7 сотен, вторая - 7 единиц, а третья - 7 десятых долей единицы.

Основание позиционной системы счисления - это количество различных знаков или символов, используемых для изображения цифр в данной системе.

Позиционные системы счисления

Особенно проста и поэтому интересна для технической реализации в компьютерах двоичная система счисления. Компьютеры используют двоичную систему потому, что она имеет ряд преимуществ перед другими системами: 

· для ее реализации нужны технические устройства с двумя устойчивыми состояниям, а не, например, с десятью, - как в десятичной; 

· представление информации посредством только двух состояний надежно и помехоустойчиво; 

· возможно применение аппарата булевой алгебры для выполнения логических преобразований информации; 

· двоичная арифметика намного проще десятичной. 

Недостаток двоичной системы - быстрый рост числа разрядов, необходимых для записи чисел. Для преодоления данного недостатка разработаны восьмеричная и шестнадцатеричная системы. Числа в этих системах читаются почти так же легко, как десятичные, требуют соответственно в три [восьмеричная] и в четыре [шестнадцатеричная] раза меньше разрядов, чем в двоичной системе [ведь числа 8 и 16 - соответственно, третья и четвертая степени числа 2]. 
4.Перевод восьмеричных и шестнадцатеричных чисел в двоичную систему и обратно очень прост: 

· чтобы перевести число из восьмеричной или шестнадцатеричной системы в двоичную систему достаточно каждую цифру заменить эквивалентной ей двоичной триадой [тройкой цифр] или тетрадой [четверкой цифр];

· чтобы перевести число из двоичной системы в восьмеричную или шестнадцатеричную, его нужно разбить влево и вправо от запятой на триады [для восьмеричной] или тетрады [для шестнадцатеричной ] и каждую такую группу заменить соответствующей восьмеричной [шестнадцатеричной] цифрой.

6.Представление изображений

Растровые методы и векторные методы. При растровом методе изображение представляется как совокупность точек, называемых пикселями. Говоря упрощенно, изображение кодируется в виде длинных строк битов, которые представляют ряды пикселей в изображении. Каждый бит равен 0 или 1, в зависимости от того, является ли соответствующий пиксель черным или белым. Включение информации о цвете изображений лишь незначительно усложняет дело, поскольку в этом случае каждый пиксель представляется комбинацией битов, определяющей его цвет. При растровом методе полученную комбинацию битов часто называют битовой картой, подчеркивая тот факт, что данная комбинация битов представляет собой не более чем карту или схему исходного изображения.

Увеличение изображения в растроврм формате приводит к появлению зернистости. Векторные методы позволяют избежать проблем масштабирования, характерных для растровых методов. В этом случае изображение представляется в виде совокупности линий и кривых. Вместо того чтобы заставлять устройство воспроизводить заданную конфигурацию пикселей, составляющих изображение, ему передается подробное описание того, как расположены образующие изображение линии и кривые. На основе этих данных устройство, в конечном счете, и создает готовое изображение. С помощью подобной технологии описываются различные шрифты, поддерживаемые современными принтерами и мониторами. Они позволяют изменять размер символов в широких пределах и по этой причине получили название масштабируемых шрифтов. 

24. Обменная сортировка

Простая обменная сортировка [в просторечии называемая "методом пузырька"] для массива M[0], M[1], ..., M[n-1] работает следующим образом. Начиная с конца массива сравниваются два соседних элемента [M[n-1] и M[n-2]]. Если выполняется условие M[n-2] > M[n-1], то значения элементов меняются местами. Процесс продолжается для M[n-2] и M[n-3] и т.д., пока не будет произведено сравнение M[1] и M[0]. Понятно, что после этого на месте M[0] окажется элемент массива с наименьшим значением. На втором шаге процесс повторяется, но последними сравниваются M[2] и M[1]. И так далее. На последнем шаге будут сравниваться только текущие значения M[n-1] и M[n-2]. Понятна аналогия с пузырьком, поскольку наименьшие элементы [самые "легкие"] постепенно "всплывают" к верхней границе массива.

26. Последовательный поиск

Решение задачи поиска можно получить, воспользовавшись алгоритмом последовательного поиска. Псевдокод данного алгоритма представлен ниже. Алгоритм возвращает индекс элемента массива Array[], значение которого равно Value, когда такой элемент существует, или Null, когда такого элемента в массиве нет. Предполагается, что массив имеет LengthOfArray элементов.

9.Метод кодирования длины серий

Это метод кодирования состоит в замене подобных последовательностей кодовым значением, определяющим повторяющееся значение и количество его повторений в данной серии. Пример: Используя метод кодирования длины серий последовательность: 111100000 - можно представить в следующем виде: 1[4]0[5].

Метод относительного кодирования

Данный подход предполагает запись отличий, существующих между последовательными блоками данных, т.е. каждый блок кодируется с точки зрения его взаимосвязи с предыдущим блоком. Примером могут служить последовательные кадры видеоизображения. Пример: последовательность цифр: 1476; 1473; 1480; 1477 - можно представить в следующем виде: 1476; -3; +7; -3.

Частотно-зависимое кодирование

Этот метод сжатия данных предполагает применение частотно-зависимого кодирования, при котором длина битовой комбинации, представляющей элемент данных, обратно пропорциональна частоте использования этого элемента. Такие коды входят в группу кодов переменной длины, т.е. элементы данных в этих кодах представляются битовыми комбинациями различной длины. Пример: Требуется закодировать частотно-зависимым методом последовательность: αγααβααγααβαλααβαβαβαβαα.В этой последовательности α встречается 15 раз, β - 6, γ - 2 и λ - 1. Выберем в соответствии с методом Хаффмана следующий двоичный код для представления символов: a-1;  β-01; γ-001;  λ-000.

Метод Лемпеля-Зива

Системы кодирования по методу Лемпеля-Зива используют технологию кодирования с применением адаптивного словаря. В данном контексте термин словарь означает набор строительных блоков, из которых создается сжатое сообщение. Системы кодирования по методу Лемпеля-Зива используют изощренные и весьма эффективные методы адаптации словаря в процессе кодирования или сжатия. В частности, в любой момент процесса кодирования словарь будет состоять из тех комбинаций, которые уже были закодированы [сжаты].

Пусть распакованный текст имеет следующий вид:αβααβλβ[5, 4, α] → (добавляемым сегментом будет ααβλ) → αβααβλβααβλ → αβααβλβααβλα.

Сжатие изображений

Растровый формат, используемый в современных цифровых преобразователях изображений, предусматривает кодирование изображения в формате по три байта на пиксель, что приводит к созданию громоздких, неудобных в работе растровых файлов.. Одной из схем сжатия является формат GIF, разработанный компанией CompuServe. Используемый в ней метод заключается в уменьшении количества цветовых оттенков пикселя до 256 → цвет каждого пикселя может быть представлен одним байтом вместо трех. С помощью таблицы, называемой цветовой палитрой, каждый из допустимых цветовых оттенков пикселя ассоциируется с некоторой комбинацией цветов "красный-зеленый-синий". Изменяя используемую палитру, можно изменять цвета, появляющиеся в изображении. Обычно один из цветов палитры в формате GIF воспринимается как обозначение "прозрачности". Это означает, что в закрашенных этим цветом участках изображения отображается цвет того фона, на котором оно находится.

Другим примером системы сжатия изображений является формат JPEG. Когда требуется максимальная точность представления изображения, формат JPEG предлагает режим "без потерь". Экономия места достигается посредством запоминания различий между последовательными пикселями, а не яркости каждого пикселя в отдельности. Существующие различия кодируются с помощью кода переменной длины, который применяется в целях дополнительного сокращения используемой памяти. При использовании режима "без потерь" создаваемые файлы растровых изображений настолько велики, что они с трудом обрабатываются методами современной технологии, а потому и применяются крайне редко. Большинство существующих приложений использует режим "базовых строк". В этом режиме каждый из пикселей также представляется тремя составляющими, но это уже один компонент яркости и два компонента цвета.. Режим "базовых строк" стандарта JPEG использует эту особенность человеческого зрения, кодируя компонент яркости каждого пикселя, но усредняя значение цветовых компонентов для блоков, состоящих из четырех пикселей, и записывая цветовые компоненты только для этих блоков. В результате окончательное представление изображения сохраняет внезапные перепады яркости, однако оставляет размытыми резкие изменения цвета. Преимущество этой схемы состоит в том, что каждый блок из четырех пикселей представлен только шестью значениями [четыре показателя яркости и два - цвета], а не двенадцатью, которые необходимы при использовании схемы из трех показателей на каждый пиксель.

25. Сортировка выбором

При сортировке массива M[0], M[1], ..., M[n-1] методом простого выбора среди всех элементов находится элемент с наименьшим значением M[i], и M[0] и M[i] обмениваются значениями. Затем этот процесс повторяется для получаемых подмассивов M[1], M[2], ..., M[n-1], ... M[j], M[j+1], ..., M[n-1] до тех пор, пока мы не дойдем до подмассива M[n-1], содержащего к этому моменту наибольшее значение.

23. Сортировка включением

Одним из наиболее простых и естественных методов сортировки является сортировка с простыми включениями. Идея алгоритма очень проста. 

Пусть имеется массив M[0], M[1], ..., M[n-1].. Для каждого элемента массива, начиная со второго, производится сравнение с элементами с меньшим индексом [элемент M[i] последовательно сравнивается с элементами M[i-1], M[i-2] ...] и до тех пор, пока для очередного элемента M[j] выполняется соотношение M[j] > M[i], M[i] и M[j] меняются местами. Если удается встретить такой элемент M[j], что M[j] ≤ M[i], или если достигнута нижняя граница массива, производится переход к обработке элемента M[i+1] [пока не будет достигнута верхняя граница массива]. 

27. Двоичный поиск

Алгоритм двоичного поиска предполагает на каждом шаге деления массива на две части и отбрасывание той его части, элементы которой заведомо имеют значения либо меньше, либо больше искомого. Именно это повторяющееся деление на два послужило причиной того, что данный алгоритм был назван двоичным поиском. Псевдокод алгоритма приведен ниже. Входными параметрами алгоритма являются: Value - искомое значение; Array[] - массив элементов; FirstIndex - индекс начала фрагмента массива; LastIndex - индекс конца фрагмента массива. 

28. Базовые алгоритмические конструкции

Следование, веивление, цикл с пред(пост)условием.

10. Код с контролем четности

Если каждая обрабатываемая битовая комбинация будет состоять из четного количества единиц, то обнаружение комбинации с нечетным количеством единиц будет свидетельствовать о возникновении ошибки. В наше время использование битов четности является типовым решением для основной памяти машины. Каждый раз, когда в память записывается некоторая восьмибитовая комбинация, схема управления памятью автоматически добавляет к ней требуемый контрольный бит для получения девятиразрядной комбинации. При считывании информации схема управления памятью подсчитывает количество единиц в полученной комбинации. Если ошибка не обнаруживается, контрольный бит удаляется и образуется исходная восьмиразрядная битовая комбинация. В противном случае схема управления памятью возвращает считанное восьмиразрядное значение с указанием, что оно искажено и может отличаться от исходного. Длинные битовые комбинации часто дополняются группой контрольных битов, образующих контрольный байт. Каждый бит в этом байте является контрольным и относится к определенной группе битов, разбросанных по основной битовой комбинации. Например, один контрольный бит может относиться к каждому восьмому биту, начиная с первого, тогда как другой - к каждому восьмому биту, начиная со второго, и т.д. В данном случае легче выявить ошибки, сконцентрированные в одной области исходной комбинации, поскольку их наличие будет контролироваться группой контрольных битов. Различные варианты данного подхода к созданию схем контроля называются методом контрольных сумм и методом использования кода циклического контроля избыточности.

Коды с исправлением ошибок

Несмотря на то что бит четности является эффективным методом выявления ошибок, он не дает информации, необходимой для исправления возникшей ошибки. Многих удивляет сам факт, что можно разработать коды с исправлением ошибок, позволяющие не только выявлять ошибки, но и исправлять их. В конце концов, интуиция подсказывает, что мы не в состоянии исправить ошибку в полученном сообщении, если заранее не знаем, о чем там идет речь. Тем не менее существует довольно простой код, позволяющий исправлять возникающие ошибки. 

Для того чтобы понять принцип действия этого кода, сначала необходимо определить дистанцию Хемминга между двумя кодовыми комбинациями, которая будет равна количеству битов, отличающихся в этих комбинациях. Понятие дистанция Хемминга получило свое название в честь Р.В. Хемминга [R.W. Hamming], который провел первые исследования в области разработки кодов с исправлением ошибок. Он обратился к этой проблеме в 1940-х годах по причине крайней ненадежности существовавших в то время релейных вычислительных машин. Рассмотрим следующий код:

A-000000; B-001111; C-01001; D-011100; E-100110; F-101001; G-110101; H-111010

Дистанция Хемминга между кодами букв А и В равна четырем, а дистанция Хемминга между кодами букв В и С равна трем. Важной особенностью этого кода является то, что дистанция Хемминга между любыми двумя комбинациями будет не меньше трех. Если в результате сбоя в каком-либо отдельном бите появится ошибочное значение, то ошибка будет легко установлена, так как получившаяся комбинация не является допустимым кодовым значением. В любой комбинации потребуется изменить не меньше трех битов, прежде чем она вновь станет допустимой.

Если в любой комбинации возникла одиночная ошибка, то легко можно вычислить ее исходное значение. Дело в том, что дистанция Хемминга для измененной комбинации по отношению к исходной форме будет равна единице, тогда как по отношению к другим разрешенным комбинациям она будет равна не менее чем двум. При декодировании некоторого сообщения достаточно просто сравнивать каждую полученную битовую комбинацию с допустимыми комбинациями кода, пока не будет найдена комбинация, находящаяся на дистанции, равной единице, от полученной комбинации. Найденная допустимая кодовая комбинация принимается за правильный символ, полученный в результате декодирования. Предположим, что получена битовая комбинация 010100. Если сравнить ее с допустимыми битовыми комбинациями кода, то будет получена таблица дистанций: Символ
Дистанция

A-2; B-4; C-3; D-1; E-3;  F-5; G-2; H-4; 

По содержанию этой таблицы можно сделать заключение, что поступивший символ - это буква D, так как ее битовая комбинация в наибольшей степени соответствует полученной.

11. Основные понятия алгебры логики

Алгебра логики - это математический аппарат, с помощью которого записывают, вычисляют, упрощают и преобразовывают логические высказывания. 

Логическое высказывание - это любое повествовательное предложение, в отношении которого можно однозначно сказать, истинно оно или ложно. 

Считается, что если выражение ложно, то оно имеет значение 0, а если выражение истинно, то - 1. Чтобы обращаться к логическим высказываниям, им назначают имена А, В, С или x, y, z. 

Слова и словосочетания "не", "и", "или", "если... , то", "тогда и только тогда" и другие называются логическими связками и позволяют из уже заданных высказываний строить новые высказывания. 

Высказывания, образованные из других высказываний с помощью логических связок, называются составными. Высказывания, не являющиеся составными, называются элементарными.

Логические операции

Логическая функция Функцией алгебры логики f(x1, x2, ... ,xn) от n - переменных x1, x2, ... ,xn, принимающих значения 0 или 1, называется функция, принимающая значения 0 или 1. 
Логическая формула

Суперпозицией функций f1,...,fm называется функция f, полученная с помощью подстановок этих функций друг в друга, а формулой называется выражение, описывающее эту суперпозицию. 

Для записи формулы функции алгебры логики необходимо либо перечислить все ситуации, в которых она истинна, либо исключить все ситуации, в которых она ложна. 

29. Алгоритм - это совокупность четко определенных правил для решения задачи за конечное число шагов. 

Для описания алгоритма наиболее часто используют следующие способы:

- словесный [на естественном языке];

- программный [на языке программирования];

- графический [с помощью геометрических фигур].

Алгоритм, в состав которого входит цикл, называется итерационным [от лат. iteratio - повторение]. 

Алгоритм называется рекурсивным [от лат. recursio - возвращение], если обращение к этому алгоритму может производится из него самого.

Задачей сортировки является преобразование исходной последовательности в последовательность, содержащую те же записи, но в порядке возрастания [или убывания] значений
31. Эффективность алгоритмов

Эффективность алгоритма принято оценивать количеством элементарных операций, например сравнений, которые необходимо выполнить для решения задачи, а также количеством памяти, которая требуется для выполнения алгоритма. При оценке эффективности алгоритмов не ограничиваются массивом с фиксированным количеством элементов, а пытаются вывести формулу эффективности алгоритма для массивов произвольной длины. Такой анализ включает изучение ситуаций, в которых алгоритм демонстрирует свои наилучшие свойства, ситуаций, когда его эффективность минимальна, а также оценку его средней производительности. 

Название алгоритма
          min           Среднее                 max 

Сортировка включением        n-1            (n2 + n - 2)/4         (n2 - n)/2 - 1

Сортировка выбором              (n2 - n)/2   (n2 - n)/2               (n2 - n)/2

Обменная сортировка             (n2 - n)/2   (n2 - n)/2               (n2 - n)/2

Последовательный поиск       1                (n + 1)/2                 n

Двоичный поиск
          1                (log2(n)+1)/2         log2(n)

Вид функциональной зависимости, которая связывает количество элементов массива и максимальное число сравнений, определяет класс алгоритма. Класс алгоритма принято обозначать буквой Θ. Например, алгоритмы сортировки относятся к классу Θ(n2), алгоритм последовательного поиска относится к классу Θ(n), а алгоритм двоичного поиска - к классу Θ(lg n). 

30. Типы и структуры данных

Массив - это структура, содержащая в себе несколько однотипных элементов. Для упорядочивания элементов массива используются индексы. Индексы записываются в скобках после имени массива. Массив с одним индексом называется одномерным, с двумя - двумерным и т.д.

Запись - это структура, состоящая из элементов не обязательно одного типа. Отдельные элементы записи называют полями. Поле в свою очередь тоже может быть записью.

Список - это множество записей, каждая из которых содержит специальное поле - указатель [Pointer]. Указатель связывает запись с какой-либо другой записью или содержит значений Null, которое говорит о том, что значение указателя не определено. (Односвязные списки;Двусвязные списки;Кольцевые списки)

Дерево - это разветвленный список, каждая запись которого может содержать несколько указателей. Записи, входящие в дерево, называются узлами. Узлы, у которых все указатели пустые, называются листьями. Верхний начальный узел дерева называется корневым узлом. Во многих задачах достаточно использовать двоичные [бинарные] деревья, узлы которых имеют не более двух указателей.

Стек - это структура данных, организованная по принципу "последним пришел - первым ушел" [Last In - First Out, LIFO]. Доступ к данным, хранящимся в стеке, осуществляется через вершину. Данные помещаются в стек последовательно Элемент, помещенный в стек самым первым, оказывается на дне и для того чтобы его извлечь из стека, необходимо сначала извлечь все данные, которые были помещены в стек позже.

Очередь - это структура данных, организованная по принципу "первым пришел - первым ушел" [First In - First Out, FIFO]. В очереди переменное количество данных. При постановке в очередь данные добавляются в хвост, при извлечении берутся из головы.

Хеширование - это метод, обеспечивающий прямой доступ к записям без использования каких-либо дополнительных структур. Процесс можно кратко описать следующим образом. Пространство, где хранятся данные, делится на несколько сегментов. Записи распределяются по этим сегментам согласно некоторому алгоритму, называемому алгоритмом хеширования, преобразующему значение поля ключа в номер сегмента. Каждая запись хранится в сегменте, определяемом этим процессом. Следовательно, запись можно извлечь, применив алгоритм хеширования к значению ее поля ключа и считав записи соответствующего сегмента. Структура данных, сконструированная таким способом, называется хеш-таблицей.

32. Абстрактная машина Поста

Машина Поста состоит из ленты и каретки [считывающая и записывающая головка]. Лента бесконечна и разделена на секции одинакового размера.

В каждую секцию ленты заносится один символ двоичного информации, который подлежит обработке. Один из символов двоичного алфавита - метка "V", другой - пустота.Если в секцию занесена "V" - секция отмеченная, если в секции "V" нет - секция пустая или неотмеченная.

Каретка может передвигаться вдоль ленты влево и вправо. Когда она неподвижна, она стоит против ровно одной секции ленты; говорят, что каретка обозревает эту секцию. А такая секция называется текущей или обозреваемой. За единицу времени, которая называется шагом, каретка может сдвинуться на одну секцию влево или вправо. Кроме того, каретка может также распознать стоит или нет метка в обозреваемой ею секции, может заносить метку в пустую секцию и может удалять метку из отмеченной ячейки. Команды, по которым каретка должна занести метку в отмеченную секцию или удалить метку из пустой секции являются недопустимыми.

Система команд машины Поста

Формат команды: nKm, где: 

n - номер текущей команды;

K - команда из системы команд машины Поста [см. табл.];

m - ссылка - номер команды, которая будет выполняться следующей.

Последовательность команд из системы команд - программа, если: 

1) на n - ом месте этой программы будет стоять команда с номером n.

2) ссылке m соответствует реальная команда в программе.

37. Простейший язык программирования

Простейший язык включает всего два оператора присваивания, каждый из которых тем или иным образом модифицирует значение указанной в этом операторе переменной. Эти операторы взаимно противоположны по выполняемым действиям и имеют следующий синтаксис: inc Имя;dec Имя;

И в этом случае параметр Имя представляет собой любое допустимое имя переменной.

Рассматриваемый язык содержит всего одну управляющую структуру, представленную парой операторов while-do, имеющей следующий синтаксис:

while Имя not 0 do { ... } Здесь параметр Имя представляет собой любое допустимое имя переменной. Указанная выше синтаксическая конструкция будет вызывать повторение любой последовательности операторов, помещенных в фигурные скобки, пока значение переменной Имя не станет равным нулю. 

Любая вычислимая по Тьюрингу функция может быть вычислена с помощью программы, написанной на описанном простейшем языке. Согласно Тьюрингу с помощью написанной на этом языке программы может быть вычислена любая вычислимая функция. Таким образом, данный простейший язык программирования является универсальным в том смысле, что если алгоритм для решения задачи существует, то эта задача может быть решена с помощью программы на простейшем языке.

34. Невычислимые функции
Программа выполняет единственное действие: управляет преобразованием некоторого исходного набора двоичных разрядов, который будем называть входным, в другой набор двоичных разрядов, именуемый выходным. Связь, существующая между этими наборами, называется функцией. Существуют функции, для которых отношения между входными и выходными величинами не могут быть определены никаким алгоритмическим методом. Эти функции называются невычислимыми, в отличие от вычислимых, выходные значения которых могут быть алгоритмически определены на основании их входных значений. Гипотеза Тьюринга заключалась в тождественности понятий функции, вычислимой по Тьюрингу, и просто вычислимой функции. Иными словами, он предположил, что вычислительная мощность машин Тьюринга не уступает мощности любых алгоритмических систем. Это эквивалентно тому, что концепция машины Тьюринга предоставляет среду, в которой могут быть описаны все вычислимые функции.Например, невычислимой по Тьюрингу является функция, которая сопоставляет геделевскому номеру программы значение переменной X равное 0 или 1, в зависимости от того, является данная программа самоостанавливающейся или нет. Геделевским номером программы называется связанное с данной программой число,а самоостанавливающейся называется программа, если она обязательно остановится в случае ее запуска с исходным значением в первой переменной, равным значению геделевского номера этой программы, а все ее остальные переменные будут иметь исходное значение 0. Любая программа является либо самоостанавливающейся, либо не самоостанавливающейся. Приведем доказательство данного факта от противного. Предположим, что данная функция является вычислимой. Теперь изменим эту программу посредством добавления в ее конец следующих операторов: while (X< >0) do {}

В результате будет получена новая программа, которая должна быть или самоостанавливающейся, или не самоостанавливающейся. Однако в действительности, как мы скоро увидим, она не может быть ни той ни другой. В частности, если эта новая программа самоостанавливающаяся и мы запустим ее с ее собственным геделевским номером в качестве входного значения, то выполнение этой программы дойдет до добавленной нами команды while со значением переменной X, равным 1. До этого момента новая версия программы идентична исходной программе, которая выдавала 1 в том случае, если в качестве входного значения ей указывался геделевский номер любой самоостанавливающейся программы. Но в этой точке выполнение программы зациклится, поскольку структура while-do не позволяет уменьшать значение переменной X в теле цикла. Однако это противоречит нашему исходному предположению о том, что новая программа является самоостанавливающейся. Мы приходим к заключению, что данная программа не является таковой. В то же время, если новая версия программы не является самоостанавливающейся и мы начнем ее выполнение с ввода ее собственного геделевского номера, она подойдет к добавленному нами оператору while со значением переменной X, равным 0. Это произойдет вследствие того, что команды, предшествующие оператору while,составляют исходную прогу,которая даст на выходе 0 только в том случае,если данная программа не является самоостанавливающейся. В этом случае цикл while будет просто проигнорирован, и программа завершит свое выполнение. Но это является свойством самоостанавливающихся программ, и мы вынуждены заключить, что наша новая программа самоостанавливающаяся, подобно тому, как ранее мы были вынуждены признать ее не самоостанавливающейся. Имеет место невозможная ситуация, когда, с одной стороны, программа должна быть или самоостанавливающейся, или нет, а с другой стороны, она не может быть ни той, ни другой. Следовательно, наше исходное предположение привело к противоречию. Другими словами, рассматриваемая функция является невычислимой.

35. Модульная арифметика

Модульная арифметика является системой, которая получается путем замены каждого целого числа в традиционной арифметике на остаток, полученный от деления этого числа на определенную величину, называемую модулем. Например, выберем значение модуля равным числу 7. В этом случае последовательность целых чисел:

0 1 2 3 4 5
6 7 8 9 10 11 12 13 14 15 будет преобразована в следующий ряд: 0 1 2 3 4 5 6 0 1 2 3 4 5 6 0 1

Два целых числа, которые при делении на модуль m дают одинаковые остатки, называются равными по модулю m. Модульнаая арифметика подобна обычной в том, что если х = a(mod m) и у= b(mod m), то х+у = а+b(mod m). Но она также отлична от обычной арифметики в том смысле, что суммы и произведения в двух системах не совпадают. В частности, произведение двух различных величин в модульной системе может быть равно 1, в то время как в традиционной системе такое невозможно. Два числа, которые при умножении дают число 1, называются обратными.В традиционной арифметике обратным для числа 3 является число 1/3, которое не относится к целым числам. Но в системе чисел по модулю 7 мы видим, что у числа 3 есть обратное целое число, равное 5. Математики утверждают, что если х и m являются целыми положительными числами, такими, что х < m, и имеют всего один общий делитель, равный 1, то в системе по модулю m число х будет иметь целое обратное число.

36. Криптография с использованием открытых ключей

Криптография предусматривает применение числовых значений, называемых ключами, которые используются для кодирования и декодирования зашифрованных данных. Однако в некоторых методах криптографии ключи, используемые для зашифровки данных, не идентичны ключам, используемым для их расшифровки. Для декодирования сообщения требуется знание дешифровочных ключей. Поэтому ключи шифрования можно широко распространять, не нарушая при этом безопасность системы. Люди, знающие ключи шифрования, смогут закодировать свои сообщения, но не смогут расшифровать сообщения, закодированные другими, даже если при этом использовался тот же ключ шифрования. С помощью подобной шифровальной системы множество людей смогут посылать засекреченные сообщения одному адресату, и только этот адресат будет иметь ключ для дешифровки всех поступающих к нему шифрованных сообщений. Подобная техника шифрования составляет отрасль исследований, известную как криптография с использованием открытых ключей. Последний термин отражает тот факт, что используемые для шифровки сообщений ключи являются общедоступными.

Для иллюстрации метода криптографии с использованием открытых ключей построим последовательность  a0, a1, ..., an-1 из n целых чисел удовлетворяющих условиям      [image: image1.png]


В этой последовательности каждый следующий элемент больше, чем сумма всех предыдущих. 

Выберем модуль m, удовлетворяющий неравенству [image: image2.png]


 и определим два числа x и y, которые удовлетворяют равенству xy (mod m) = 1. На основе последовательности a0, a1, a2, ..., an-1 построим последовательность  b0, b1, ... , bn-1, члены которой определяются выражениями [image: image3.png]a;x(mod m),




Шифрование информации будет осуществляется с помощью последовательности b0, b1, ... , bn-1, а дешифровка с помощью последовательности a0, a1, ..., an-1 и чисел m, y. Таким образом, числа b0, b1, ... , bn-1 образуют открытый ключ, а числа a0, a1, ..., an-1, m, y закрытый ключ. Данный метод криптографии предполагает следующую процедуру: 

· исходная информация тем или иным способом представляется в двоичной форме и разбивается на n-разрядные двоичные числа; 

· каждому двоичному числу C2=сn-1 сn-2 ...с0ставится в соответствие десятичное число С10,которое рассчитывается по формуле С10= с0b0+ с1b1+ ... + сn-1bn-1;

· С10 передается получателю сообщения, который определяет числа из последовательности a0, a1, ..., an-1, суммой которых является результат умножения переданного числа С10 на y по модулю m; 

· индексы найденных чисел из последовательности a0, a1, ..., an-1 указывают на положение единиц в двоичном числе C2 и тем самым позволяют его восстановить. 

Возможность использования при шифровании последовательности b0, b1, ... , bn-1, а при дешифровки - a0, a1, ... , an-1 доказывается следующей цепочкой равенств:(b0+b1+ ... +bm-1) y (mod m) = (a0+a1+ ... +am-1) xy (mod m) = (a0+a1+ ... +am-1) (mod m) = (a0+a1+ ... +am-1). 

Стойкость к взлому данного метода криптографии основана на том факте, что алгоритм определения чисел из последовательности a0, a1, ... , an-1, суммой которых является заданное число, более эффективен, чем алгоритм решения подобной задачи для последовательности b0, b1, ... , bn-1. В первом случае, необходимо найти первое в последовательности число, которое больше заданного, запомнить его индекс и вычесть из заданного числа. Если результат операции вычитания не равен нулю, то повторить поиск заново. Во втором случае, решение задачи предполагает осуществление поиска методом перебора всех возможных комбинаций, пока не будет найдено подходящее решение. 
39.Основная память

Запоминающие схемы основной памяти машины организованы в небольшие блоки, которые называются ячейками памяти. Как правило, размер ячейки памяти составляет восемь бит. Для идентификации отдельных ячеек основной памяти машины каждой ячейке присваивается уникальное имя, называемое адресом.

Существуют два основных класса основной памяти: оперативное запоминающее устройство [ОЗУ], называемое также памятью с произвольной выборкой [Random Access Memory, RAM], и постоянное запоминающее устройство [ПЗУ], называемое также памятью только для чтения [Read-Only Memory, ROM]. 

ОЗУ подразделяются на статическую память [tatic RAM, SRAM] и динамическую [Dynamic RAM, DRAM]. 

В динамической памяти запоминащие элементы выполнены в виде конденсаторов, образованных элементами полупроводниковми микросхемами.Можно сказать, что при записи логической единицы в ячейку конденсатор заряжается, при записи нуля - разряжается. Схема считывания разряжает через себя этот конденсатор, и, если заряд был ненулевым, выставляет на своем выходе единичное значение, и подзаряжает конденсатор до прежнего значения. При отсутствии обращения к ячейке со временем за счет токов утечки конденсатор разряжается и информация теряется, поэтому заряд конденсатора необходимо регулярно возобновлять с помощью цепи регенерации. Благодаря относительной простоте элемента динамической памяти на одном кристалле удается размещать миллионы ячеек и получать самую дешевую полупроводниковую память достаточно высокого быстродействия с умеренным энергопотреблением, используемую в качестве основной памяти компьютера. Расплатой за низкую цену являются некоторые сложности в управлении динамической памятью 

Статическая память, как и следует из ее названия, способна хранить информацию в статическом режиме - то есть сколь угодно долго при отсутствии обращений [но при наличии питающего напряжения]. Элементы статической памяти реализуются на триггерах - элементах с двумя устойчивыми состояниями. По сравнению с динамической памятью эти ячейки более сложные и занимают больше места в кристалле, однако они проще в управлении и не требуют регенерации.

38. Парадигмы программирования

Развитие языков программирования происходило по разным направлениям, связанным с альтернативными подходами к процессу программирования, называемыми парадигмами программирования. В данном разделе рассматриваются императивная, декларативная, функциональная и объектно-ориентированная парадигмы.

Императивная, или процедурная парадигма, представляет традиционный подход к процессу программирования. Действительно, именно в соответствии с этой парадигмой построен цикл обработки команды центрального процессора: "извлечь-декодировать-выполнить". Как следует из названия, императивная парадигма определяет процесс программирования как запись последовательности команд, которая при выполнении выполнит обработку данных, необходимую для получения желаемого результата. Таким образом, для решения задачи императивная парадигма предлагает попытаться найти алгоритм ее решения.

В декларативной парадигме основная проблема связана с тем, чтобы создать и реализовать общий алгоритм решения задач. После этого задачи можно формулировать в виде, совместимом с этим алгоритмом, а затем применять его. В этом случае роль программиста заключается в точной формулировке задачи, а не в поисках и реализации алгоритма ее решения. Основной трудностью в разработке декларативных языков программирования является выбор базового алгоритма решения задач. По этой причине ранние декларативные языки были узкоспециализированными по своей природе и ориентированными на специфические приложения. 

Функциональная парадигма рассматривает процесс разработки программ как конструирование ее из неких "черных ящиков", каждый из которых получает некоторые исходные данные и вырабатывает соответствующий результат.Математики называют такие "ящики" функциями, поэтому этот подход называется функциональной парадигмой. Языковые конструкции функциональных языков программирования состоят из элементарных функций, на основе которых программист должен создавать более сложные функции, необходимые для решения поставленной задачи. Таким образом, согласно функциональной парадигме, программист решает задачу, рассматривая исходные данные, требуемые результаты и преобразование, которое необходимо выполнить, чтобы получить результаты из исходных данных. Решение требуемой задачи, вероятнее всего, можно получить, разбивая исходное преобразование на более простые преобразования, порождающие промежуточные результаты, служащие, в свою очередь, исходными данными для других простых преобразований. Короче говоря, в соответствии с функциональной парадигмой процесс программирования заключается в конструировании требуемых функций в виде вложенных друг в друга совокупностей более простых функций.

Объектно-ориентированная парадигма, которая предполагает применение методов объектно-ориентированного программирования [ООП]. В рамках этого подхода элемент данных рассматривается как активный "объект", а не как пассивный элемент, как это принято в традиционной императивной парадигме. Поясним это на примере списка имен. В традиционной императивной парадигме этот список рассматривается просто как совокупность некоторых данных. Любая программа, получающая на вход этот список, должна содержать алгоритм выполнения над ним требуемых действий. Таким образом, список является пассивным объектом, поскольку он обрабатывается управляющей программой, а не обрабатывает себя сам. Однако при объектно- ориентированном подходе список рассматривается как объект, содержащий некоторую совокупность данных вместе с набором процедур для их обработки. Этот набор может включать процедуры для вставки в список нового элемента, удаления элемента из списка или сортировки списка. Поэтому программа, получающая доступ к списку для его обработки, не обязана содержать алгоритм для выполнения указанных действий. При необходимости она просто выполняет процедуры, предоставляемые самим объектом. 
21-22. Шифраторы и дешифраторы

Шифратор - это устройство, которое применяется для преобразования десятичного кода в двоичный. 
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 Упрощенная схема шифратора 

[преобразует единичные сигналы на входах D1, D2, D3 в двоичные коды 01, 10, 11]
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 Условное обозначение шифратора [преобразует десятичные цифры в четырехразрядные двоичные числа] Единичный сигнал на входе D0 подтверждает отсутствие сигналов логической единицы на всех остальных входах. 

Дешифраторы применяют для преобразования двоичных кодов, в том числе преобразования двоичного кода в десятичный. 
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 Упрощенная схема дешифратора 

[преобразует двоичные кодовые комбинации 00, 01, 10 в сигналы логической единицы на выходах Q1, Q2, Q3]
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 Условное обозначение дешифратора  

[преобразует четырехразрядные двоичные коды в десятичные цифры]

33. Абстрактная машина Тьюринга 

Машина Тьюринга состоит из информационной ленты, каретки [считывающая и записывающая головка], лентопротяжного механизма и операционного исполнительного устройства. Лента ограничена слева и бесконечна справа. Лента разделена на секции одинакового размера. В каждую секцию ленты заносятся символы внешнего алфавита машины Тьюринга A = {a0, a1,... aN}, где а0, как правило, пробел. Каретка может передвигаться вдоль ленты влево и вправо. Когда она неподвижна, она стоит против ровно одной секции ленты; говорят, что каретка обозревает эту секцию. А такая секция называется текущей или обозреваемой. За единицу времени, которая называется шагом, каретка может сдвинуться на одну секцию влево или вправо. Кроме того, каретка может также распознать содержимое обозреваемой секции, может заносить символ внешнего алфавита в текущую секцию и может стирать содержимое текущей ячейки.Операционное исполнительное устройство может находиться в одном из дискретных состояний: Q = {q0, q1,...qM} - внутренний алфавит машины Тьюринга или алфавит внутренних состояний.

Система команд машины Тьюринга

Порядок работы машины Тьюринга обычно задается в виде таблицы: в каждый столбец верхней строчки заносятся символы внутреннего алфавита, в каждую строчку первого столбца - символы внешнего алфавита. В ячейках на пересечении других столбцов и строчек помещаются команды. Если на пересечении какой-либо строки и какого-либо столбца мы получим пустую клетку, то это означает, что в данном внутреннем состоянии данный символ встретиться не может.

A/Q
Q0
Q1
...
Qn

A0
 
 
 
 

A1
 
 
 
 

...
 
 
 
 

Am
 
 
 
 

Формат команды: aKq, где: 

a - новое содержание текущей ячейки [новый символ внешнего алфавита, который заносится в текущую ячейку];

K - команда лентопротяжного механизма машины Тьюринга [влево - <, вправо - >, стоп - !];

q - новое внутренне состояние машины Тьюринга.

Работа машины Тьюринга состоит в том, что каретка передвигается вдоль ленты и печатает или стирает символы. 

Чтобы машина Тьюринга работала, первым делом надо задать внешний алфавит, т.е. указать какие символы в него входят. Затем надо задать некоторую программу и некоторое состояние машины. Работа машины на основании заданной программы происходит следующим образом. Предположим, что в данный момент времени машина Тьюринга находится во внутреннем состоянии q[i], а в обозреваемой кареткой ячейке ленты находится символ a[j]. Тогда машина переходит к выполнению команды aKq в ячейке, на пересечении столбца q[i] и строчки a[j]: 

1) в текущую секцию ленты заносится новый символ a;

2) происходит сдвиг каретки влево [K = влево], или сдвиг каретки вправо [K = вправо], или происходит остановка машины [K = стоп];

3) машины переходит в новое внутреннее состояние q.

Если в ходе выполнения программы машина дойдет до выполнения команды остановки, то программа в этом случае считается выполненной, машина останавливается - происходит результативная остановка.
16. Двоичный сумматор

Сумматор осуществляет арифметическое суммирование n-разрядных двоичных чисел A и В. Правила сложения двух одноразрядных двоичных чисел.
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Устройство, реализующее эти правила, называется одноразрядным полусумматором и имеет два входа и два выхода. Это устройство можно реализовать на элементах "И" и "Исключающее ИЛИ". Где S - сумма, а CO - перенос в старший разряд.
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   Устройство, которое осуществляет суммирование одноразрядных двоичных чисел с учетом переноса из младшего разряда CI, называется одноразрядным полным сумматором. Это устройство имеет три входа и два выхода.

[image: image10.png]


 Схема устройства, которое может выполнять как сложение 8-разрядных двоичных чисел A и B, так и их вычитание: 

У данного устройства имеется один управляющий вход C. При С=1 устройство выполняет операцию вычитания и S=A-B, а при С=0 - операцию сложения и S=A+B.

18. Счетчик

Счетчиком называется логическая схема, в которой состояние выходных переменных соответствует количеству поступивших на вход импульсов. Каждая выходная переменная счетчика считается двоичным разрядом, а все множество выходных переменных отображает результат счета в двоичной системе счисления.
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  Условное обозначение счетчика на восемь разрядов 

с входами для импульсов C и сброса R

17. Регистр

Регистрами называют устройства, которые выполнены на базе триггеров и предназначены для временного хранения информации.
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Пример реализации регистра на восемь двоичных разрядов
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Условное обозначение регистра на восемь двоичных разрядо

14-15.Триггер

Триггер - это устройство, которое имеет два устойчивых состояния "0" и "1" и способно, вследствие этого, хранить один бит информации.

Наиболее распространен RS-триггер (R - сброс, S - установка). 

Таблица истинности RS-триггера        

R
S
Q

0
1
1

1
0
0

0
0
Хранение

1
1
Запрещено

RS-триггер как бы "запоминает", кокой из двух входов в последний раз был равен логической единице. Однако полезнее схема способная запоминать, был ли данный сигнал нулем или единицей в определенный момент времени. 

Модифицированный RS-триггер называется D-триггером (D - данные, C - управление). 

Таблица истинности D-триггера         

R
C
Q

0
1
0

1
1
1

0
0
Q

1
0
Q

Для того чтобы сбросить D-триггер, необходимо на вход для данных подать ноль, а на вход управления - единицу. Однако состояние входа для данных не всегда поддается управлению. Поэтому используют D-триггер с тремя входами: D - данные, C - управление, R - сброс.

Представленный выше D-триггер срабатывает по уровню. Это значит, что для записи сигнала, который находится на входе данных триггера, сигнал на входе управления должен измениться с 0 на 1. Если в течение того времени, пока сигнал C равен 1, сигнал D изменится, все его изменения будут отражаться на величине выходов. Но иногда предпочтительнее D-триггер со срабатыванием по фронту, при котором выход может меняться, только когда сигнал C переходит из 0 в 1. Как в триггере со срабатыванием по уровню, при нулевом сигнала на входе C триггера со срабатыванием по фронту изменения на входе данных не отражаются на выходах. Отличие в том, что в этом триггере изменения на входе данных на отражаются на выходах и при сигнала C, равном 1. Вход данных влияет на выходы только в момент перехода сигнала C из 0 в 1.

Таблица истинности D-триггера со срабатыванием по фронту     


C
Q

0
↑
0

1
↑
1

X
0
Q

X
1
Q

В таблице истинности стрелка указывает, что выход копирует вход данных, когда сигнала C переходит с 0 в 1, т.е. совершает положительный переход. Cимвол Х обозначает любое значение на входе данных.

[image: image14.png]k)



Условное обозначение RS-триггера
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Условное обозначение D-триггера с тремя входами 
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Условное обозначение D-триггера
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Условное обозначение D-триггера со срабатыванием по фронту

19-20. Мультиплексоры и демультиплексоры

Мультиплексор - это устройство, которое позволяет подключать несколько источников сигналов к одному общему выходу.
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Ниже приведен пример реализации мультиплексора 2 x 1. Когда адресный вход А равен 0 выход Q равен входу D1, а если А равно 1, то к выходу Q подключается вход D2. 
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Условное обозначение мультиплексора, который в зависимости от значения адресного входа А подключает к выходу либо восьмиразрядный вход D1, либо - D2 будет иметь вид.

Демультиплексор - это устройство, которое позволяет один источник сигнала поочередно подключать к нескольким выходам.
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 пример реализации демультиплексора 1 x 2. Когда адресный вход А равен 0 выход Q1 равен входу D, а если А равно 1 , то вход D подключается к выходу Q2. 
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Условное обозначение демультиплексора, который в зависимости от значения адресного входа А подключает восьмиразрядный вход D либо к выходу Q1, либо - Q2 будет иметь вид:

40 Внешняя память

Большинство машин обеспечивается устройствами дополнительной памяти, которые называются внешней памятью, или запоминающими устройствами большой емкости.

В их число входят магнитные диски, компакт-диски и магнитные ленты. Преимущества таких устройств, по сравнению с основной памятью компьютера, состоят в долговременности хранения данных, большей емкости и, в большинстве случаев, возможности извлечения носителя информации из машины в целях архивирования.

Сохранение и считывание файлов

Информация во внешней памяти хранится в виде больших блоков, которые принято называть файлами. Физические особенности устройств внешней памяти требуют, чтобы файлы сохранялись и считывались отдельными блоками из большого количества байтов.  Блок данных, соответствующий физическим характеристикам запоминающего устройства, называется физической записью. Поэтому файл, записанный во внешнюю память, обычно состоит из множества физических записей. Размер логической записи редко совпадает с размером физической записи, который определяется типом устройства внешней памяти. Поэтому несколько логических записей могут помещаться в одну физическую запись, и наоборот.

Внешние устройства

Внешнее или периферийное устройство - часть технического обеспечения, конструктивно отделенная от основного блока вычислительной системы. Эти устройства имеют собственное управление, функционируют по командам центрального процессора и предназначены для внешней обработки данных, обеспечивающий их подготовку, ввод, хранение, управление, защиту, вывод и передачу на расстояние по каналам связи.

Клавиши на клавиатуре - простые переключатели, которые замыкаются при нажатии. На первых клавиатурах было по 48 клавиш, на современных - больше сотни. В конструкции клавиатуры имеется устройство, которое сопоставляет каждой нажатой клавише уникальный код. Код вырабатываемый клавиатурой называется скан-кодом.

Взаимодействие с внешними устройствами

Взаимодействие между машиной и другими устройствами обычно осуществляется через промежуточное устройство, называемое контроллером. Если в качестве примера взять персональный компьютер, то контроллер будет представлять собой ту монтажную плату, которая вставляется в разъем на основной плате компьютера [материнской плате]. С помощью кабелей платы контроллеров соединяются с периферийными устройствами, установленными в самом компьютере, а соединение с внешними устройствами осуществляется через промежуточные разъемы, установленные на задней стенке корпуса компьютера. Подобные контроллеры часто представляют собой небольшие специализированные компьютеры с собственной основной памятью и центральным процессором, который выполняет программу, управляющую всеми действиями данного контроллера.Когда контроллер вставляется в один из разъемов на материнской плате компьютера, он электрически подключается к шине, соединяющей ЦП компьютера и его основную память. В месте своего подключения каждый контроллер осуществляет непрерывное наблюдение за сигналами, посылаемыми из ЦП машины, и отвечает на те, которые адресованы ему. Когда контроллер подключен к шине компьютера, он может посылать сигналы чтения и записи непосредственно в основную память машины, используя для этого те микросекунды, когда ЦП не обращается к шине. Подобный тип доступа контроллера к основной памяти называется прямым доступом к памяти [Direct Memory Access, DMA] и является важным средством повышения производительности компьютера. Если в компьютере контроллер дисковых устройств обладает прямым доступом к памяти, то ЦП может посылать ему представленные в виде битовых комбинаций запросы, требующие считать с диска определенный сектор и поместить прочитанные данные в указанный блок ячеек основной памяти. Такой блок ячеек называется буфером. 

44. Программное обеспечение

Программное обеспечение - это совокупность программ, хранящихся на устройствах долговременной памяти компьютера и предназначенных для массового использования.В состав ПО персональных компьютеров входят как универсальные средства, так и прикладные программы, ориентированные на отдельные проблемные области. ПО ЭВМ можно разделить на несколько классов в зависимости от назначения. 

Системное ПО предназначено, прежде всего для обслуживания самого компьютера, для управления работой его устройств. Главной частью системного ПО является ОС, составляющая ядро программного обеспечения. Операционные системы - это комплекс программ, обеспечивающих управление устройствами компьютера, взаимодействие с пользователем и работу с файлами. Ядро операционной системы обычно дополняется набором сервисных программ, которые служат разным целям.ОС - это комплекс программ, обеспечивающих:

· управление ресурсами, т.е. согласованную работу всех аппаратных средств комп 

· управление процессами, т.е. выполнение программ; 

· пользовательский интерфейс, т.е. диалог пользователя с компьютером.

Системы программирования - это комплекс инструментальных программных средств, предназначенных для работы на одном из языков программирования. Программисты пишут программы на языках программирования. Разработка любого системного и прикладного программного обеспечения осуществляется с помощью систем программирования, в состав которых входят: 

· трансляторы с языков высокого уровня; 

· средства редактирования, компоновки и загрузки программ; 

· отладчики машинных программ. 

Прикладные программы предназначены для того, чтобы обеспечить применение компьютеров в различных сферах деятельности человека. С их помощью люди решают свои профессиональные задачи, учатся определенным навыкам. К прикладным программам и пакетам программ можно относятся, в частности, следующие: 

· текстовые редакторы; 

· электронные таблицы;

· графические системы; 

· системы мультимедиа; 

· обучающие программы;

· математически пакеты; 

· сетевые приложения; 

· системы управления базами данных; 

· системы автоматизированного проектирования;

· автоматизированные системы научных исследований;

· системы автоматического управления.

41. Принципы построения компьютеров

Электронная вычислительная машина [ЭВМ] или компьютер - это многофункциональное электронное устройство для накопления, обработки и передачи информации.

Существует два основных класса компьютеров: 

· цифровые компьютеры, обрабатывающие данные в виде числовых двоичных кодов; 

· аналоговые компьютеры, обрабатывающие непрерывно меняющиеся физические величины [электрическое напряжение, время и т.д.], которые являются аналогами вычисляемых величин. 

Основу компьютера образует аппаратура [HardWare], построенная, в основном, с использованием электронных и электромеханических элементов и устройств. Принцип действия компьютера состоит в выполнении программ [SoftWare] - заранее заданных, четко определённых последовательностей арифметических, логических и других операций. 

В основу построения большинства компьютеров положены следующие общие принципы, сформулированные в 1945 г. американским ученым Джоном фон Нейманом. 
· Принцип двоичного кодирования. Вся информация в компьютере передается, хранится и обрабатывается в двоичном виде.
· Принцип программного управления. Программа представляет собой набор команд, которые процессор выполняет автоматически в определенной последовательности.
· Принцип однородности памяти. Разнотипная информация различается по способу использования, а не по способу кодирования.
· Принцип адресности. Информация размещается в ячейках памяти, которые имеют точный адрес. Зная адрес, можно получить доступ к нужной информации в любой момент времени.
Основными блоками компьютера являются: 
· центральный процессор [ЦП];
· основная память [ОП].
ЦП состоит из двух частей: арифметико-логического устройства [АЛУ], включающего схемы для обработки данных, и блока управления (БУ), который содержит схемы, координирующие деятельность всей машины. Для временного запоминания информации в ЦП имеются ячейки, называемые регистрами, которые похожи на ячейки основной памяти. В зависимости от конструкции ЦП в нем могут быть предусмотрены следующие регистры: 

· регистр состояния [РС], в котором хранятся признаки результата последней операции; 

· аккумулятор [АК], в котором размещаются подлежащие обработке данные или результат обработки; 

· регистр команд [РК], служащий для размещения кода исполняемой команды; 

· регистр адреса [РА], содержащий адрес ячейки памяти, из которой будет извлечен операнд или записан результат обработки; 

· регистр данных [РД], используемый в качестве буфера между основной памятью и остальными регистрами процессора;

· счетчик команд [СК], содержимое которого увеличивается на единицу в момент выборки из памяти исполняемой команды и, если выбрана команда перехода, может быть заменено на содержимое адресной части команды перехода.
Регистры предназначены для хранения тех данных, с которыми машине необходимо работать непосредственно сейчас; основная память используется для хранения тех данных, которые понадобятся для работы в ближайшем будущем; а внешняя память применяется для хранения данных, с которыми в ближайшее время вряд ли потребуется работать. Кэш - это раздел высокоскоростной памяти с временем доступа, сравнимым со временем доступа к регистрам центрального процессора. Часто кэш непосредственно входит в состав ЦП.Связь между ЦП и основной памятью осуществляется с помощью группы проводов-шины 

42.Система команд
Команда - это описание операции, которую должен выполнить компьютер. Как правило, у команды есть свой двоичный код, исходные данные [операнды] и результат.
LOD от Load [загрузить]
STO от Store [сохранить] 
ADD от Add [сложить]
SUB от Subtract [вычесть]
JMP от Jump [перейти]
JZ от Jump if zero [перейти если ноль]
ROL от Rotate left [сдвинуть циклически влево]
ROR от Rotate right [сдвинуть циклически вправо]
HLT от Halt [остановить]
Совокупность команд, выполняемых конкретным компьютером, называется системой команд этого компьютера. При изучении системы машинных команд полезно будет разделить их на три категории: команды передачи данных, арифметические и логические команды, а также команды управления.

43. Архитектура компьютера

Особенности построения конкретной модели компьютера определяются ее архитектурой. 

В описание архитектуры включают: 

· структуру памяти компьютера; 

· способы доступа к памяти и внешним устройствам; 

· возможность изменения конфигурации компьютера; 

· систему команд; 

· форматы данных; 

· организацию интерфейса.

CISC- и RISC-архитектура компьютеров

Разработка машинного языка требует предварительного принятия многих решений. Одно из них состоит в выборе между построением сложной машины, способной декодировать и выполнять широкий спектр разнообразных команд, и созданием более простой машины, которая будет иметь ограниченный набор команд. К первому варианту относятся компьютеры с CISC-архитектурой [Complex Instruction Set Computer - компьютер со сложным набором команд], а ко второму - компьютеры с RISC-архитектурой [Reduced Instruction Set Computer - компьютер с ограниченным набором команд]. CISC-компьютер проще программировать, поскольку единственная его команда позволяет решить задачу, выполнение которой в RISC-компьютере потребует длинной последовательности более простых команд. Однако CISC-компьютер сложнее сконструировать, и он обходится дороже как при создании, так и при эксплуатации. Более того, многие сложные команды найдут лишь ограниченное применение, вследствие чего могут оказаться просто балластом, создающим дополнительную бесполезную нагрузку.

Конвейерная обработка

Конвейерной обработкой называется подход, который позволяет повысить пропускную способность компьютера без увеличения скорости выполнения команд. Согласно данному подходу выполнение этапов машинного цикла может перекрываться во времени. Например, во время этапа выполнения одной из команд для следующей команды уже может выполняться этап выборки, а это означает, что выполнение более одной команды одновременно осуществляется по принципу "конвейера", т.е. каждая из них будет находиться на разной стадии выполнения. В результате общая пропускная способность компьютера увеличится, причем без повышения скорости выборки и выполнения каждой отдельной команды. Естественно, когда машина достигнет команды перехода, все преимущества от предварительной выборки и выполнения последующих команд будут утрачены, так как в действительности потребуется выполнение совершенно других команд, которых в данное время на "конвейере" нет.

Конструкции современных процессоров оставляют далеко позади рассмотренный выше простейший пример конвейерной обработки. Современные процессоры способны выбирать сразу несколько команд за одно и то же время, а также реально выполнять больше одной команды одновременно, если только их действия не являются взаимозависимыми.

Способы организации вычислительного процесса

Различают следующие способы организации вычислительного процесса:

Один поток команд - один поток данных [Single Instruction - Single Data, SISD]. Над одним набором данных выполняется одна последовательность операций. 

Один поток команд - множественный поток данных [Single Instruction - Multiple Data, SIMD]. Этот способ организации вычислительного процесс больше всего подходит для выполнения таких приложений, в которых один и тот же алгоритм обработки одновременно применяется к отдельным наборам схожих элементов, составляющих один большой блок данных.

Множественный поток команд - один поток данных [Multiple Instruction - Single Data, MISD]. Различные последовательности операций одновременно применяются к одному набору данных. 

Множественный поток команд - множественный поток данных [Multiple Instruction - Multiple Data, MIMD]. Различные последовательности операций одновременно применяются к различным наборам данных.

46.Классификация компьютерных сетей

По степени географического распространения сети делятся на локальные, глобальные и городские.

Локальные сети [Local Area NetWork, LAN] - сеть, связывающая ряд компьютеров в зоне, ограниченной пределами одной комнаты, здания или предприятия.

Глобальные сети [Wide Area NetWork, WAN] - сеть, соединяющая компьютеры, удалённые географически на большие расстояния друг от друга. Отличается от локальной сети более протяженными коммуникациями [спутниковыми, кабельными и др.]. Глобальная сеть объединяет локальные сети. Интернет является наиболее известной глобальной сетью.

Городские сети [Metropolitan Area NetWork, MAN] - сеть, которая обслуживает информационные потребности большого города.

По масштабу производственного подразделения, в пределах которого действует сеть, компьютерные сети делятся на сети отделов, сети кампусов и корпоративные сети.

Сети отделов - это сети, которые используются сравнительно небольшой группой сотрудников [до 100-150 сотрудников], работающих в одном отделе предприятия.

Сети кампусов - это сети, объединяют множество сетей различных отделов одного предприятия в пределах отдельного здания или пределах одной территории, покрывающей площадь в несколько квадратных километров.

Корпоративные сети - это сети, которые объединяют большое количество компьютеров [более тысячи пользователей] на всех территориях отдельного предприятия. Например, сеть университета, корпуса которого расположены в различных частях города или страны. Корпоративные сети, которые используют транспортные услуги сети Интернет и гипертекстовую технологию WWW, разработанную в Интернет называются интрасетями [Intranet].
45. Точность вычислений на компьютере

Точность вычислений на компьютере определяется следующими параметрами.

1. Машинная эпсилон. 

Машинным эпсилоном εm называется наименьшее из чисел, удовлетворяющих условию 1+ε > 1, т.е. εm=min{ε: 1+ε>1}.

Величина εm при округлении методом отсечения определяется по формуле εm=2-m+1, а при округлении методом дополнения - εm=2-m, где m - количество разрядов, отведенное для хранения мантиссы числа в представлении с плавающей точкой. 

2. Машинный ноль. 

Машинным нулем X0 называется наименьшее представимое на компьютере положительное число, т.е. для любого другого представимого на компьютере числа χ будет выполняться неравенство: 0< X0 ≤ | χ |.Величина X0 определяется по формуле X0=
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, где k - количество разрядов, отведенное для хранения порядка числа в представлении с плавающей точкой. Ситуации, при которой результат какого-либо действия, выполняемого на компьютере, оказывается меньше X0, называется исчезновением порядка.

3. Машинная бесконечность. 

Машинной бесконечностью X∞ называется наименьшее из чисел удовлетворяющих неравенству | χ | < X∞, где - χ любое число, которое можно представить на компьютере.Величина X∞ определяется по формуле X∞=
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, где k - количество разрядов, отведенное для хранения порядка числа в представлении с плавающей точкой. Ситуации, при которой результат какого-либо действия, выполняемого на компьютере, оказывается больше или равен X∞, называется переполнением.

4. Шаг, с которым возможно представление чисел в компьютере. 

Шаг h, с которым возможно представление чисел в компьютере определяется по формуле h=2 K - m , где K - порядок числа, m - количество разрядов, отведенное для хранения мантиссы числа в представлении с плавающей точкой.С увеличением порядка шаг, с которым возможно представление чисел в компьютере растет

При выполнении вычислений на компьютере необходимо придерживаться следующих правил: 

· При выборе формулы и порядка вычислений следует избегать вычитания близких чисел и деления на малые величины. 

· При переполнении или исчезновения порядка следует попытаться изменить последовательность действий, ввести масштабные коэффициенты.

· При сложении следует располагать слагаемые в порядке возрастания абсолютных величин, стараясь, чтобы при каждом сложении порядки величин различались мало. При необходимости цикл суммирования разбивается на несколько более коротких.

47.Требования, предъявляемые к компьютерным сетям

Главным требованием, предъявляемым к сетям, является выполнение сетью ее основной функции - обеспечение пользователям потенциальной возможности доступа к локальным ресурсам всех компьютеров сети. Все ниже перечисленные требования определяют качество выполнения этой основной задачи.

Производительность - интервал времени между запросом пользователя к сетевой службе и получением ответа на этот запрос, объем данных передаваемых по сети в единицу времени.

надежность и безопасность. В сетях под надежностью понимается способность скрыть от пользователя отказ ее отдельных элементов. Чтобы сеть можно было отнести к высоконадежным необходимо также обеспечить сохранность данных и защиту их от искажений. В свою очередь безопасность характеризует способность системы защитить данные от несанкционированного доступа.

Расширяемость означает возможность сравнительно легко добавлять отдельные элементы сети [компьютеры, приложения], наращивать отдельные сегменты сети и заменять существующую аппаратуру более мощной.

Масштабируемость означает, что сеть позволяет наращивать количество компьютеров и протяженность связей в очень широких пределах, при этом производительность сети не ухудшается.

Прозрачность - свойство сети скрывать от пользователя детали своего внутреннего устройства, упрощая тем самым его работу в сети.

Управляемость сети подразумевает возможность централизованно контролировать состояние основных элементов сети, выявлять и разрешать проблемы, возникающие при работе сети, выполнять анализ производительности и планировать развитие сети.

Совместимость означает, что сеть способна включать в себя разнообразное аппаратное и программное обеспечение.

64.Реляционные базы данных

Реляционные базы данных состоят из нескольких таблиц, связь между которыми устанавливается с помощью совпадающих значений однотипных полей. Каждая таблица предназначена для хранения той или иной сущности. Сущность - любой различимый объект, информацию о котором необходимо хранить в базе данных. Необходимо различать такие понятия, как тип сущности и экземпляр сущности. Понятие тип сущности относится к набору однородных личностей, предметов, событий или идей, выступающих как целое. Экземпляр сущности относится к конкретной вещи в наборе. Например, типом сущности может быть ГОРОД, а экземпляром - Москва, Киев и т.д.

В реляционной модели таблица представляет собой множество именованных атрибутов, или столбцов, и множество записей [кортежей], или строк. Очень часто столбец называется полем таблицы. Каждая запись в таблице является экземпляром сущности, для которой эта таблица предназначена. Пересечение столбца и строки образует ячейку таблицы. Набор допустимых значений столбца - домен - характеризуется определенным типом данных, например символьным или целым. 

Реляционная модель предъявляет к таблицам определенные требования: 

· данные в ячейках таблицы структурно неделимы;

· данные в одном столбце одного типа;

· имена столбцов уникальны;

· каждая строка таблицы уникальна;

· строки и столбцы таблицы размещаются в произвольном порядке.

48. Концепция распределения ресурсов сети

В компьютерной сети каждый компьютер работает под управлением своей операционной системы. Взаимодействие между компьютерами сети происходит за счет передачи сообщений через коммуникационную систему. С помощью этих сообщений один компьютер обычно запрашивает доступ к локальным ресурсам  другого компьютера. Распределение локальных ресурсов каждого компьютера между всеми пользователями сети - основная цель создания компьютерной сети. На тех компьютерах, ресурсы которых должны быть доступны всем пользователям сети, в состав операционной системы входят программные модули, которые постоянно будут находиться в режиме ожидания запросов, поступающих по сети от других компьютеров. Такие модули называются программными серверами. На компьютерах, пользователи которых хотят получать доступ к ресурсам других компьютеров, также к операционной системе добавляются программные модули, которые должны вырабатывать запросы к удаленным ресурсам и передавать их по сети на нужный компьютер. Такие модули обычно называют программными клиентами. Пара модулей "клиент - сервер" обеспечивает совместный доступ только к одному типу ресурсов, например к файлам. В этом случае говорят, что пользователь имеет дело с файловой службой. Обычно сетевая операционная система поддерживает несколько видов сетевых служб для своих пользователей - службу печати, электронной почты и т.п. Описание набора услуг, который предоставляется конкретной службой называют сервисом. Сетевые службы всегда представляют собой распределенные программы. Распределенная программа - это программа, которая состоит из нескольких частей, причем каждая часть, как правило, выполняется на отдельном компьютере сети. В сети могут выполняться и распределенные пользовательские программы - приложения. Распределенное приложение также состоит из нескольких частей, каждая из которых выполняет какую-то определенную законченную работу по решению прикладной задачи, например, сетевые базы данных. Распределенные приложения часто называются сетевыми приложениями.

В одноранговой сети все компьютеры равноправны: нет иерархии среди компьютеров и нет выделенного сервера. Как правило, каждый компьютер функционирует и как клиент, и как сервер. Все пользователи самостоятельно решают, какие локальные ресурсы на своем компьютере сделать общедоступными по сети. Одноранговые сети называют также рабочими группами. Рабочая группа - это небольшой коллектив, поэтому в одноранговых сетях чаще всего не более 10 компьютеров.Если к сети подключено более 10 пользователей, то одноранговая сеть, где компьютеры выступают в роли и клиентов, и серверов, может оказаться недостаточно производительной. Поэтому большинство сетей использует выделенные серверы. Выделенным сервером называется такой компьютер, который функционирует только как сервер. Они специально оптимизированы для быстрой обработки запросов от сетевых клиентов и для управления защитой файлов и каталогов. Сеть, в которой есть выделенный сервер, называется сетью на основе сервера.

50.Адресация компьютеров

Компьютеры в сети обмениваются между собой сообщениями. Для того, чтобы осуществлять доставку сообщений по назначению, каждый компьютер в сети должен иметь свой уникальный адрес. На практике получили распространение три способа адресации узлов. 

Аппаратные адреса. Эти адреса назначаются производителями коммуникационного оборудования и являются уникальными. Например, аппаратный адрес записанный в шестнадцатеричной форме может иметь вид: 0081005е24а08. Аппаратные адреса используется в сети небольшого размера. При замене оборудования изменяются также адреса компьютеров. 

Символьные адреса или имена. Эти адреса назначаются людьми. Символьный адрес легко использовать как в небольших, так и в крупных сетях. Для работы в больших сетях символьное имя может иметь сложную иерархическую структуру, например de.ifmo.ru. Этот адрес говорит о том, что данный компьютер принадлежит Центру дистанционного обучения [Distant Education - de], Санкт-Петербургского государственного института точной механики и оптики [Institute of Fine Mechanics and Optics - ifmo], расположенного в России [Russia - ru]. 

Числовые составные адреса. Символьные имена удобные для людей, но из-за переменного формата и потенциально большой длины, их передача по сети не очень экономична. Поэтому во многих случаях для работы в больших сетях в качестве адресов узлов используют числовые составные адреса фиксированного и компактного форматов. В них поддерживается двухуровневая иерархия, адрес делится на старшую часть - номер подсети и младшую - номер узла.

В современных сетях при адресации узлов применяются, как правило, одновременно все три способа адресации. Пользователи адресуют компьютеры символьными именами, которые автоматически заменяются в сообщениях, передаваемых по сети, на числовые номера. С помощью этих числовых номеров сообщения передаются из одной сети в другую, а после доставки сообщения в сеть назначения вместо числового номера используется аппаратный адрес компьютера.

60. Адресация ресурсов Интернета

При работе в Интернет чаще всего используются не просто доменные адреса, а универсальные указатели ресурсов, называемые URL [англ. Universal Resource Locator - универсальный адрес ресурса]. URL - это адрес любого ресурса в Интернет вместе с указанием того, с помощью какого протокола следует к нему обращаться. В указателе кроме собственно адреса имеются сведения о том, каким протоколом следует обращаться к данному ресурсу, какую программу для этого следует запустить на сервере и к какому конкретному файлу следует обратиться на сервере. Примером указателя может быть http://www.microsoft.com/ie. Название протокола http в начале указывает, что далее следует адрес web-страницы, а название ie в конце указателя описывает каталог с именем ie на сервере www.microsoft.com. 

Указатель ftp://www.mycompany.ru/business/index.html описывает, что к файлу index.html, расположенному в каталоге business на сервере www.mycompany.ru следует обратиться по протоколу передачи файлов FTP. 

После доменного адреса может находиться номер порта, то есть номер программы, которую надо загрузить на сервере. Кроме того, вместо доменных имен в URL можно использовать цифровые адреса. Таким образом, вы можете увидеть достаточно сложный адрес, типа: 

      ftp://123.45.6.78:21/workarea/common/main/text.doc 

Однако, в подавляющем большинстве случаев можно ограничиться доменным адресом и именами каталогов и файлов, которые располагаются за адресом и разделяются косыми чертами. Порты в подавляющем большинстве случаев описывать не надо, так как они определяются по умолчанию. Типы протоколов также самостоятельно определяются и подставляются в адрес современными программами. Поэтому, вместо http://www.name.ru/users принято говорить www.name.ru/users.

49.Топология компьютерных сетей 

Компьютерная сеть представляет собой совокупность узлов [компьютеров, средств коммутации] и соединяющих их ветвей. Ветвь сети - это путь, соединяющий два смежных узла. Узлы сети бывают трёх типов: 

· оконечный узел - расположен в конце только одной ветви;

· промежуточный узел - расположен на концах более чем одной ветви;

· смежный узел - такие узлы соединены по крайней мере одним путём, не содержащим никаких других узлов.

Компьютеры могут объединяться в сеть разными способами. Способ соединения компьютеров в сеть называется её топологией. Топология сети соответствует ее физической структуре, которая определяет физические связи между компьютерами и может отличаться от логической структуры сети. Логическая структура определяет маршруты передачи данных между узлами сети и образуется путем соответствующей настройки коммуникационного оборудования.

Рассмотрим некоторые, наиболее распространенные топологии.

Полносвязная топология - это сеть, в которой имеется ветвь между любыми двумя узлами. Несмотря на логическую простоту, эта топология оказывается громоздкой и неэффективной. Действительно, каждый компьютер в сети должен иметь большое количество коммуникационных портов. Для каждой пары компьютеров должна быть выделена отдельная линия связи. Однако, все другие варианты топологий можно получить из полносвязной путем удаления некоторых возможных связей. Тогда для обмена данными между компьютерами может потребоваться передача данных через другие узлы сети. 
 

Ячеистая топология получается из полносвязной путем удаления некоторых возможных связей. Непосредственно связываются только те узлы, между которыми осуществляется интенсивный обмен данными, а для обмена данными между несмежными узлами используются промежуточные узлы. Ячеистая топология допускает соединение большого количества компьютеров и характерна, как правило, для глобальных сетей.
 

Топология общая шина содержит только два оконечных узла, любое число промежуточных узлов и имеет только один путь между любыми двумя узлами. Общая шина - очень распространенная топология локальных сетей. Ее достоинствами являются минимальная суммарная длинна линий связи, сравнительно недорогое и несложное в использовании коммуникационное оборудование, легкость расширения сети, а ее недостатками - низкая пропускная способность, низкая надежность сети [обрыв одной ветви линии связи останавливает работу всей сети]
 

Топология звезда - это сеть, в которой имеется только один промежуточный узел. Главным преимуществом данной топологии перед общей шиной является существенно большая надежность и централизованный контроль над потоком информации в сети. К недостаткам топологии типа звезда относится более высокая стоимость коммуникационного оборудования. Работа сети останавливается, когда выходит из строя промежуточный узел. Обрыв одной ветви линии связи не приводит к остановке сети. 
 

Древовидная топология - это сеть, которая содержит более двух оконечных узлов и по крайней мере два промежуточных узла, и в которой между двумя узлами имеется только один путь.Иногда данную топологию называют иерархической звездой. В настоящее время древовидная топология является самым распространенным типом связей как в локальных, так и глобальных сетях. 
 

Топология кольцо - это сеть, в которой к каждому узлу присоединены две и только две ветви. В сетях с кольцевой топологией данные передаются по кольцу от одного узла к другому, как правило, в одном направлении. При разрыве одной ветви или отказе одного узла сети требуются дополнительные меры, чтобы сохранить работоспособность сети в целом. 
 

В то время как небольшие сети, как правило, имеют типовую топологию - звезда, кольцо или общая шина, для крупных сетей характерно наличие произвольных связей между узлами, т.е. смешанная топология. Смешанная топология - это большая сеть, в которой можно выделить отдельные произвольно связанные фрагменты [подсети], имеющие типовую топологию. 

56.Структура Интернета

Компьютерные сети, которые объединяет Интернет, сохраняют самостоятельное значение. Любая сеть может иметь связь с Интернет и, следовательно, рассматриваться как ее часть, если в ней используются принятые для Интернет протоколы TCP/IP или имеются шлюзы для преобразования стека протоколов, на котором работает сеть, в протоколы TCP/IP. Практически все сети национального и регионального масштабов имеют выход в Интернет. 

Типичная национальная сеть имеет иерархическую структуру. Верхний уровень составляют центры, связанные между собой высокоскоростными линиями связи. С национальным центрами соединяются региональные, к которым, в свою очередь, подключаются местные центры. Именно к местным центрам подключаются локальные сети малых и средних предприятий, а также компьютеры отдельных пользователей. Корпоративные сети крупных предприятий могут соединяются как с региональными, так и с местными центрами. 

Интернет изначально строилась для объединения сетей с различным внутренним устройством. С самого начала в ее устройстве выделяли магистральную сеть, а сети, присоединенные к магистрали, рассматривались как автономные сети. Магистральная сеть и каждая из автономных сетей имели свое собственное административное управление. 

 Для соединения двух и более сетей в Интернет используются маршрутизаторы - компьютеры, которые физически соединяют сети друг с другом и с помощью специального программного обеспечения передают информацию из одной сети в другую. Все автономные сети и магистральная сеть имеют свой уникальный номер, который выдается организации, учредившей новую автономную систему, Информационным центром сети Интернет [Internet Network Information Center, InterNIC].

52.Функции уровней модели взаимодействия открытых систем

Физический уровень  определяет требования к характеристикам линий, разъемов, электрическим или оптическим характеристикам сигнала в каналах передачи, необходимые для присоединения каналов к компьютерам. По протоколам этого уровня физически соединяются устройства, выбирается способ передачи, данные передаются как биты. 

Канальный уровень  управляет передачей данных между двумя узлами локальной сети с базовой топологией звезда, кольцо и общая шина. В глобальных сетях, которые редко обладают регулярной топологией, этот уровень часто обеспечивает передачу информации между двумя смежными компьютерами, соединенными индивидуальной линией связи. Канальный уровень обеспечивает разбиение потока битов на блоки, называемые кадрами, контроль корректности передачи каждого блока информации, правильность сборки блоков в сообщение. Например, протокол V.42bis предусматривает, что отправляющий модем снабжает каждый блок контрольной суммой, которая проверяется на принимающей стороне, и в случае обнаружения несоответствий запрашивается повтор передачи. Кроме того, длина передаваемых пакетов может меняться в зависимости от качества канала. С целью сократить объемы передачи предусмотрена возможность сжатия данных на отправляющей стороне и разворачивания на принимающем конце канала. 

Сетевой уровень обеспечивает управление потоком сообщений в сети и маршрутизацию, т.е. выбор маршрута передачи. Сообщения сетевого уровня принято называть пакетами. Этот уровень определяет способы адресации сообщений в сети со смешенной топологией. При организации доставки пакетов на сетевом уровне используется понятие "номер сети". В этом случае адрес получателя состоит из номера сети и номера компьютера в этой сети. Например, протокол IP [Internet Protocol], предназначенный для общения сетей, использующих различные технологии, определяет, что адрес каждой машины должен состоять из 4-х байт. Сетевой уровень также предусматривает процедуры, выполняя которые, коммуникационное оборудование обеспечивают выбор маршрута. 

Транспортный уровень отвечает за стандартизацию обмена данными между программами, находящимися на разных компьютерах сети. По протоколам этого уровня определяется, какой именно программе на принимающей стороне предназначено сообщение, проверяется состояние соединения между программами.При организации взаимодействия могут быть использованы два основных типа протоколов. В протоколах с установлением соединения [connection-oriented network service, CONS] перед обменом данными отправитель и получатель должны сначала установить логическое соединение, то есть договориться о параметрах процедуры обмена, которые будут действовать только в рамках данного соединения. После завершения диалога они должны разорвать это соединение. Когда устанавливается новое соединение, переговорная процедура выполняется заново. Телефон - это пример взаимодействия, основанного на установлении соединения. Вторая группа протоколов - протоколы без предварительного установления соединения [connectionless network service, CLNS]. Такие протоколы называются также дейтаграммными протоколами. Отправитель просто передает сообщение, когда оно готово. Опускание письма в почтовый ящик - это пример связи без установления соединения. 

Сеансовый уровень определяет правила диалога между программами в процессе соединения. Эти протоколы обеспечивают правила начала сеанса, восстановления сеанса, если он был прерван, правила окончания сеанса. 

Представительный уровень определяет форматы данных, алфавиты, коды представления специальных и графических символов. Протоколы этого уровня определяют преобразование данных, необходимое для того, чтобы две разнотипные программы правильно поняли друг друга или чтобы на их экранах возникли одинаковые изображения символов. По сути здесь стандартизуется синтаксис передаваемых сообщений. 

Прикладной уровень определяет правила, которые связаны с целью сеанса. По протоколам этого уровня осуществляются такие сетевые услуги, как электронная почта [SMTP, POP], передача файлов [FTP], гипертекстов [HTTP] и т.д. Они являются языком, на котором общаются программы-серверы и программы-клиенты. 

Приложение конечного пользователя может использовать системные средства взаимодействия для организации диалога с другим приложением, выполняющимся на другой машине и просто для получения услуг того или иного сетевого сервиса, например, доступа к удаленным файлам, получение почты или печати на разделяемом принтере. Приложение конечного пользователя не описывается в модели взаимодействия OSI.

57.Стек протоколов TCP/IP

Протоколы TCP/IP делятся на 4 уровня: 

· прикладной уровень [уровень 1];

· транспортный уровень [уровень 2];

· уровень межсетевого взаимодействия [уровень 3];

· уровень сетевых интерфейсов [уровень 4].

Уровень сетевых интерфейсов является самым нижним уровнем стека TCP/IP. Он позволяет узлам Интернет, в независимости от того каким образом они подключены к сети и какой способ передачи используют, работать по протоколам TCP/IP. 

Уровень межсетевого взаимодействия. Протоколы этого уровня описывают правила передачи небольших порций информации [пакетов] с одного узла на другой. Основной протокол этого уровня - IP. 

Транспортный уровень описывает, как большие массивы данных разбить на небольшие части и собрать обратно. Основной протокол этого уровня - TCP. 

Прикладной уровень - это приложения типа клиент-сервер, базирующиеся на протоколах нижних уровней. В отличие от протоколов остальных трех уровней, протоколы прикладного уровня занимаются деталями конкретного приложения и не интересуются способами передачи данных по сети. Среди основных приложений ТСР/IP, имеющихся практически в каждой его реализации, - протокол эмуляции терминала Telnet, протокол передачи файлов FTP, протокол электронной почты SMTP, используемый в системе World Wide Web протокол передачи гипертекста НТТР и др. 

Протоколы TCP и IP обеспечивают передачу информации между двумя компьютерами сети. С помощью них протоколы прикладного уровня реализуют самые разные услуги.

51.Модель взаимодействия открытых систем

При использовании сетей возникает проблема согласования действий клиентов и серверов и коммуникационного оборудования. Она решается с помощью установления определенных правил их взаимодействия, которые называют протоколами. Протокол передачи данных - это набор правил и процедур, регулирующих обмен данными между системами. Пример протокола - TCP/IP [Transmission Control Protocol / Internet Protocol], который определяет, как различные компьютеры, использующие разные операционные системы, идентифицируют друг друга, соединяются, передают и разделяют данные, обрабатывают ошибки. Для стандартизации протоколов была создана международная организация по стандартизации [International Standards Organization, ISO]. Она ввела понятие модели взаимодействия открытых систем [Open Systems Interconnection, OSI], что означает обеспечение взаимодействия систем по определенным правилам, хотя каждая система может быть создана с использованием совершенно различных технических средств. Открытая система - это любая система [компьютер, компьютерная сеть, операционная система и т.д.], которая построена в соответствии с открытыми спецификациями. 

В модели OSI взаимодействие делится на семь уровней или слоев. Каждый уровень имеет дело с одним определенным аспектом взаимодействия. Таким образом, проблема взаимодействия разбита на 7 частных проблем, каждая из которых может быть решена независимо от других.

Архитектуры взаимодействия открытых систем предусматривает существование протоколов и интерфейсов, используемых на различных уровнях взаимодействия систем. Правила взаимодействия модулей одного уровня в разных узлах сети определяются протоколом. Протокол - это правила, определяющие последовательность и формат сообщений, которыми обмениваются сетевые компоненты, лежащие на одном уровне, но в разных узлах. Каждый уровень поддерживает интерфейсы с выше- и нижележащими уровнями. Интерфейс определяет набор функций, который нижележащий уровень предоставляет вышележащему. Каждый уровень стандартизации позволяет программам, компьютерам и устройствам, использующим и обеспечивающим связь, "договориться" между собой по какой-то группе вопросов. Эти уровни являются вложенными друг в друга, т.к. передаваемое сообщение по очереди проходит все стадии - начиная от прикладного и кончая физическим уровнем на передающем конце и в обратную сторону - на приемном. Поэтому набор протоколов разных уровней, достаточный для организации межсетевого взаимодействия, называется стеком протоколов. 

53.Сетевые технологии

Сетевая технология определяет топологию сети, а также согласованный набор протоколов физического и канального уровней и реализующих их программно-аппаратных средств, минимально необходимый для построения компьютерной сети. В рамках сетевых технологий рассматриваются вопросы кодирования информации, её адресации и передачи, управления потоком сообщений, контроля ошибок и анализа работы сети в аварийных ситуациях и при ухудшении характеристик.В локальных сетях наиболее распространёнными технологиями являются следующие. 

Ethernet [англ. ether - эфир] - широковещательная сеть. Это значит, что все станции сети могут принимать все сообщения. Топология - общая шина, звездообразная или древовидная. Скорость передачи данных 10 Мбит/с. Среда передачи данных - тонкий и толстый коаксиальный кабель, неэкранированная витая пара категории 3, оптоволоконный кабель. Максимальная длинна сети - 2.5 км. Максимальное расстояние между узлами сети - 2.5 км.

Token Ring [эстафетная кольцевая сеть, сеть с передачей маркера] - кольцевая сеть, в которой принцип передачи данных основан на том, что каждый узел кольца ожидает прибытия некоторой короткой уникальной последовательности битов - маркера - из смежного предыдущего узла. Поступление маркера указывает на то, что можно передавать сообщение из данного узла дальше по ходу потока. Скорость передачи данных 4 или 16 Мбит/с. Среда передачи данных - экранированная или неэкранированная витая пара, оптоволоконный кабель. Максимальная длинна сети - 4 км. Максимальное расстояние между узлами сети - 100 км.

FDDI [Fiber Distributed Data Interface] - сетевая технология высокоскоростной передачи данных по оптоволоконным линиям. Скорость передачи - 100 Мбит/с. Топология - двойное кольцо или смешанная [с включением звездообразных или древовидных подсетей]. Среда передачи данных - неэкранированная витая пара категории 5, оптоволоконный кабель. Максимальная длинна сети - 100 км. Максимальное расстояние между узлами сети - 2 км.

Fast Ethernet - высокоскоростная сетевая технология, которая максимально сохраняет особенности технологии Ethernet. Топология - древовидная. Скорость передачи данных 100 Мбит/с. Среда передачи данных - экранированная и неэкранированная витая пара, многомодовый оптоволоконный кабель. Максимальное расстояние между узлами сети - 200м.

Gigabit Ethernet - сетевая технология, которая обеспечивает скорость передачи данных до 1Гбит/с. Данная технология подобна Ethernet и Fast Ethernet. Среда передачи данных - неэкранированная витая пара, оптоволоконный кабель, спаренный коаксиальный [твинаксиальный] кабель. Максимальное расстояние между узлами сети - 200м.

62. диаграмма сущность-связь.
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	Набор связей


65.Операции реляционной алгебры.

Реляционная алгебра-коллекция операций, каждая из которых принимает таблицы в качестве операндов и возвращает таблицу в качестве результата.

Операции: сокращение, проекция, обьединение, пересечение, вычитание, соединение, умножение, деление.

54.Основные виды линий связи

Основные виды линий связи делятся на проводные и беспроводные. В проводных линиях связи физическая среда, по которой распространяются сигналы, образует механическую связь между приемником и передатчиком. Беспроводные линии связи характеризуются тем, что отсутствует какая-либо механическая связь между передатчиком и приемником, а носителем информации являются электромагнитные волны, которые распространяются в окружающей среде.

Проводные линии связи делятся на: 
· воздушные, которые представляют собой провода без каких-либо изолирующих или экранирующих оболочек, проложенные между столбами и весящие в воздухе; 

· кабельные, которые состоят из проводников, заключенных, как правило, в несколько слоев изоляции. 

Кабельные электрические линии связи делятся на три основных вида: кабель на основе скрученных пар медных проводов, коаксиальный кабель с медной жилой, волоконно-оптический кабель. 

Скрученная пара проводов называется витой парой [twisted pair]. Провода скручиваются для устранения взаимного влияния между электрическими токами в проводниках. Витая пара существует в экранированном варианте[STP], когда пара медных проводов обертывается в изоляционный экран, и неэкранированная[UTP]. Одна или несколько витых пар сводятся в кабели, имеющие защитную оболочку. К достоинствам кабеля UTP можно отнести:гибкость кабеля, благодаря которой упрощается монтаж линии связи; низкую стоимость при достаточно высокой пропускной способности [до 1 Гбит/с]. Недостатками неэкранированного кабеля на витой паре являются: низкая помехозащищенность; жесткое ограничение длинны кабеля [100 -135 м]. 

Экранированная витая пара STP хорошо защищает передаваемые сигналы от помех, а также меньше излучает электромагнитных колебаний вовне. Однако, наличие заземляемого экрана удорожает кабель и усложняет его прокладку, так как требует его качественного заземления. 

Коаксиальный кабель состоит из двух изолированных между собой концентрических проводников, из которых внешний имеет вид трубки. Возможно его использование на более высоких скоростях передачи данных. Данные кабели характеризуются минимальным ослаблением электрического сигнала, что позволяет передавать информацию на достаточно большие расстояния. Полоса пропускания коаксиального кабеля может составлять более 1 ГГц/км, а затухание - менее 20 дБ/км на частоте 1 ГГц.

Тонкий коаксиальный кабель имеет внешний диаметр около 5 мм , а диаметр центрального медного провода составляет 0.89 мм. Данный кабель предназначен для передачи сигналов со спектром до 10 МГц на расстояние до 185 метров.

Толстый коаксиальный кабель имеет внешний диаметр около 10 мм , а диаметр центрального медного провода составляет 2.17 мм. Данный кабель предназначен для передачи сигналов со спектром до 10 МГц на расстояние до 500 метров.

Волоконно-оптические кабели состоят из центрального проводника света [сердцевины] - стеклянного волокна, окруженного другим слоем стекла - оболочкой, обладающей меньшим показателем преломления, чем сердцевина. Распространясь по сердцевине, лучи света не выходят за ее пределы, отражаясь от оболочки. Каждое стеклянное оптоволокно передает сигналы только в одном направлении. 

В зависимости от распределения показателя преломления и от величины диаметра сердечника различают: 

· многомодовое волокно со ступенчатым изменением показателя преломления; 

· многомодовое волокно с плавным изменением показателя преломления; 

· одномодовое волокно. 

В качестве источников излучения света в волоконно-оптических кабелях применяются: светодиоды, лазеры. 

Беспроводные линии связи

Радиоканалы наземной и спутниковой связи образуются с помощью передатчика и приемника радиоволн. Радиоволнами называются электромагнитные колебания с частотой f меньше 6000 ГГц [с длинной волны l больше 100 мкм]. 

Для передачи информации радиосвязь используется прежде всего тогда, когда кабельная связь невозможна - например: 

· при прохождении канала через малонаселенную или трудно доступную местность; 

· для связи с мобильными абонентами такими, как шофер такси, врач скорой помощи. 

Основным недостатком радиосвязи является ее слабая помехозащищенность. Это прежде всего относится к низкочастотным диапазонам радиоволн. Чем выше рабочая частота, тем больше емкость [число каналов] системы связи, но тем меньше предельные расстояния, на которых возможна прямая передача между двумя пунктами. Первая из причин и порождает тенденцию к освоению новых более высокочастотных диапазонов. Однако, радиоволны с частотой превышающей 30 ГГц работоспособны для расстояний не более или порядка 5 км из-за поглощения радиоволн в атмосфере. 

Для передачи на большие расстояния используется цепочка радиорелейных [ретрансляционных] станций, отстоящих друг от друга на расстояние до 40 км. Каждая станция имеет вышку с приемником и передатчиком радиоволн, получает сигнал, усиливает его и передает на следующую станцию. Для увеличения мощности сигнала и снижения влияния помех применяют направленные антенны. 

Спутниковая связь отличается от радиорелейной тем, что в качестве ретранслятора выступает искусственный спутник Земли. Этот вид связи обеспечивает более высокое качество передаваемой информации так, как требует меньшего количества промежуточных узлов на пути передачи информации. Часто применяют комбинацию радиорелейной связи со спутниковой  

 Инфракрасное излучение и излучение в миллиметровом диапазоне используется на небольших расстояниях в блоках дистанционного управления. Недостаток излучения в этом диапазоне - оно не проходит через преграду. Этот недостаток одновременно является преимуществом когда излучение в одной комнате не интерферирует с излучением в другой. На эту частоту не надо получать разрешения. Это прекрасный канал для передачи данных внутри помещений.

Видимый диапазон также используется для передачи. Обычно источником света является лазер. Когерентное излучение легко фокусируется. 

55.Коммуникационное оборудование компьютерных сетей

Средства для построения локальных сетей. Для формирования физических связей между компьютерами локальной сети используются следующие устройства. 

Сетевые интерфейсные адаптеры для приёма и передачи данных. Управляют доступом к среде передачи данных. Размещаются в системных блоках компьютеров, подключенных к сети. Каждый сетевой адаптер имеет свой уникальный номер, который является аппаратным адресом компьютера в сети. 

Повторители используются для физического соединения различных сегментов кабеля локальной сети с цель увеличения общей длинны сети. Повторитель передает сигналы, приходящие из одного сегмента, в другие ее сегменты. 

Концентратором или хабом называется повторитель, который имеет несколько портов и соединяет несколько физических линий связи. Концентратор всегда изменяет физическую топологию сети, но при этом оставляет без изменения ее логическую топологию. Если на какой-либо его порт поступает сообщение, он пересылает его на все остальные. 

Средства для построения больших сетей. Для построения больших сетей используются следующие коммуникационные устройства. 

Мост делит физическую среду передачи сети на части, передавая информацию из одного сегмента в другой только в том случае, если адрес компьютера назначения принадлежит другой подсети. Тем самым мост изолирует информационные потоки [трафик] одной подсети от информационных потоков другой, повышая при этом общую производительность передачи данных в сети. 

Коммутатор по назначению не отличается от моста, но обладает более высокой производительностью так, как мост в каждый момент времени может осуществлять передачу кадров только между одной парой портов, а коммутатор одновременно поддерживает потоки данных между всеми своими портами. Мост и коммутатор могут соединять сегменты сети с различными архитектурами. 

Маршрутизатор  делит физическую среду передачи сети на части более эффективно, чем мост или коммутатор. Он позволяет, например, расщеплять большие сообщения на более мелкие куски, обеспечивая тем самым взаимодействие локальных сетей с разным размером пакета. Маршрутизаторы позволяют объединять сети с различными архитектурами и протоколами сетевого уровня, которая в этом случае часто называется интерсеть. Поэтому маршрутизатор в отличие от моста имеет свой собственный сетевой адрес. Это ключевой момент в понимании разницы между первым и вторым. Он может пересылать пакеты на конкретный адрес [мосты только отфильтровывают ненужные пакеты], выбирать лучший путь для прохождения пакета и многое другое. Чем сложней и больше сеть, тем больше выгода от использования маршрутизаторов. 

Шлюз, в отличие от маршрутизатора, применяется в случаях, когда соединяемые подсети имеют различные архитектуры и стеки протоколов. Поступившее в шлюз сообщение от одной сети преобразуется в другое сообщение, соответствующее требованиям следующей сети. Таким образом, шлюзы не просто соединяют сети, а позволяют им работать. Шлюз может быть реализован как чисто программными средствами, установленными на обычном компьютере, так и на базе специализированного компьютера. 

58. Адресация в Интернете

Адреса компьютеров в Интернет имеют две формы записи: числовой адрес и символьный адрес [имя]. 

Числовой IP-адрес представляет собой 32-битовый идентификатор узла сети. Для удобства записи он обычно разделяется на 4 числа по 8 бит в каждом. Эти числа разделяются точками, а каждое число записывается в десятичной системе счисления. Компьютер, подключенный к Интернету и, соответственно, имеющий IP-адрес, называется хостом.

Все IP-адреса разделены на классы. Каждому классу соответствует определенный диапазон IP-адресов. 

Класс A: 001.xxx.xxx.xxx-126.xxx.xxx.xxx

Класс B: 128.000.xxx.xxx-191.255.xxx.xxx

Класс C: 192.000.000.xxx-223.255.255.xxx

Числовой IP-адрес часто сопровождается также маской подсети, имеющей такую же структуру, как и адрес, и несущей дополнительную служебную информацию. Маска подсети делит IP-адрес на номер подсети и номер компьютера в подсети. Для того чтобы получить номер сети, зная маску сети и IP-адрес, необходимо выполнить над двоичными представлениями маски и IP-адреса логическую операции "И". Например, для IP-адреса 194.84.124.51, использую маску 255.192.0.0, получим следующий номер сети 194.64.0.0. 

Некоторые IP-адреса носят специальное назначение. Например: 

· если IP-адрес состоит из нулей, то это адрес отправителя сообщения;

· если в адресе сети стоят нули, то это адрес компьютера, который принадлежит той же сети, что и отправитель сообщения;

· если IP-адрес состоит из единиц, то это сообщение предназначено всем компьютерам текущей сети;

· если в номере узла стоят единицы, то это сообщение предназначено всем компьютерам заданной сети. 

Числовая форма адреса используется компьютерами и специальным оборудованием обслуживания сети, для людей числовой адрес неудобен, плохо запоминается и несет мало информации. Поэтому для удобства пользователей всем компьютерам в Интернет были присвоены собственные [доменные] имена. Все приложения Интернет позволяют пользоваться доменными именами вместо числовых адресов. Преобразование доменного имени в числовой IP-адрес осуществляется специальной службой Интернет, которая называется Служба доменных имен [Domain Name Service, DNS]. Компьютеры, выполняющие такое преобразование, называются DNS-серверами. У каждого домена есть обслуживающий его DNS-сервер.

61.Определение и примеры сущностей, связей, ключей.

 Сущность-любой обьект, который можно идентифицировать определенным способом,отличающих его от других обьектов. Каждая сущность имеет атрибутут. Каждая сущность сосотоит из экземпляров, каждый экземпляр уникален.

Атрибут-характеристика сущности.

Связь-логическая ассоциация,которая устанавливается м/у сущностями.

Ключ-минимальный набор атрибутов, по значениям которых можно однозначно найти требуемй экземпляр сущности.

Первичный ключ позволяет идентифицировать экземпляр сущности, к которой он принадлежит.

Внешний ключ служит для идентификации экземпляров сущности, которая связана с сущностью, содержащая данный ключ.

59. Основные службы Интернета

Всего несколько лет назад одним из самых распространенных в Интернет был служба Telnet. Она позволяет превратить ваш компьютер в удаленный терминал другого компьютера. Поэтому данный сервис еще называют эмуляцией удаленного терминала. Терминал от обычного компьютера отличается тем, что не выполняет собственные вычисления. Все, что вводится на клавиатуре терминала, передается удаленному компьютеру, а получаемые результаты передаются обратно и выводятся на монитор терминала. 

Электронная почта [e-mail] Пересылка писем из почтового отделения по сети Интернет осуществляется без вашего участия. Долгое время протокол UUCP был единственным сервисом Интернета в нашей стране. Однако в настоящее время лучше использовать современную электронную почту, работающую по протоколам SMTP [англ. Simple Mail Transfer Protocol - простой протокол пересылки почты] и РОРЗ [англ. Post Office Protocol - протокол почтового офиса]. Сервер SMTP занимается рассылкой писем в Интернет. Все письма, которые пишут абоненты узла Интернет, сначала попадают на этот сервер. Сервер РОРЗ осуществляет прием писем из Интернет. В отличие от UUCP, который не построен на базе TCP/IP и, строго говоря, не является протоколом сети Интернет, данные два протокола являются стандартными протоколами Интернет, построенными на основе TCP/IP. 

В Интернете очень популярны группы новостей USENET. Их иногда называют телеконференциями или электронными досками объявлений. Эта служба работает примерно так же, как и электронная почта, но получаемые письма доступны для общего обозрения. 

Списки рассылки [maillists] - Это практически единственная служба, не имеющая собственного протокола и программы-клиента и работающая исключительно через электронную почту. Идея работы списка рассылки состоит в том, что существует некий адрес электронной почты, который на самом деле является общим адресом многих людей - подписчиков этого списка рассылки. Вы посылаете письмо на этот адрес и ваше сообщение получат все люди, подписанные на этот список рассылки. 

Интернет является крупнейшим хранилищем файлов в мире. Служба FTP [англ. File Transfer Protocol - протокол передачи файлов] позволяет вам получать и передавать файлы. 

В последнее время наиболее популярным сервисом в Интернет стал сервис WWW [англ. World Wide Web - всемирная паутина]. В основу данной системы положено понятие гипертекста, то есть множества отдельных текстов, которые имеют ссылки друг на друга. Эти тексты также называются документами, статьями или страницами. Слова, находящиеся в одном документе, как бы "привязаны" к другим документам. Например, если в оглавлении книги вместо номеров страниц поставить ссылки на соответствующие части текста и дать возможность быстрого перехода по ссылкам, то такую книгу будет удобнее читать. 

Так как ссылки могут указывать на любой ресурс сети Интернет, находящийся в любом месте земного шара, данная система и названа Всемирной паутиной. Для работы со Всемирной паутиной используется специальный протокол HTTP [англ. Hyper Text Transfer Protocol - протокол передачи гипертекста]. Гипертекстовые документы создаются с помощью специального языка HTML [англ. Hyper Text Markup Language - язык разметки гипертекста]. Документ во Всемирной паутине, составленный на языке HTML и доступный для просмотра пользователем, называется Web-страницей. Набор Web-страниц, физически расположенных в одном узле сети Интернет, связанных между собой и предназначенных для решения единых для всех целей, называется Web-сайтом [англ. site - местоположение]. Технология WWW была разработана Европейской лабораторией физики элементарных частиц [European Particle Physics Laboratory]. 

Отдельно следует отметить поисковые системы, работающие во Всемирной паутине. Переходить по многочисленным ссылкам для поиска нужной информации достаточно сложно, и специальные поисковые системы облегчают задачу нахождения нужного места во Всемирной паутине. С ростом объемов информации в Интернет значение поисковых систем будет постоянно возрастать.

Достаточно популярной службой в сети Интернет является IRC [англ. Internet Chat Relay - беседа через Интернет]. Эта система чем-то похожа на группы новостей, но обмен сообщениями в ней ведется без задержек. Подключившись к группе обсуждающих ту или иную проблему, вы набираете свое сообщение на клавиатуре и оно мгновенно становится доступно другим участникам разговора. Точно так же и вы видите сообщения других собеседников сразу после того, как они их набрали на клавиатуре своего компьютера. 

Другой службой для интерактивного общения в Интернет является ICQ [англ. I seek you - я тебя ищу]. Эта служба появилась сравнительно недавно, но на сегодняшний день имеет уже несколько миллионов пользователей. Любой пользователь сети Интернет может записать себе с официального сервера [http://www.mirabilis.com] программу, позволяющую регистрироваться и далее работать с этим сервисом. При регистрации пользователю выдается какой-то идентификационный номер [например, 9863924] и далее появляется возможность использовать следующие сервисы, предоставляемые пакетом:

· отправка сообщений в режиме реального времени пользователям Интернет, также имеющим свой номер в службе ICQ; 

· чат [chat - разговоры] с пользователями Интернет, также имеющими свой номер и доступными для беседы; 

· оправка файлов, компьютерные игры, пересылка адресов и многое другое. 

67. Целостность данных, первичный и внешний ключи.

Целостность понимается как правильность данных в любой момент времени. 

Поддержание целостности базы данных может рассматриваться как защита данных от неверных изменений или разрушений. Современные СУБД имеют ряд средств для обеспечения поддержания целостности.

Выделяют три группы правил целостности: 

· целостность по первичным ключам; 

· целостность по внешним ключам; 

· целостность, определяемая пользователем. 

Целостность по первичным ключам. Атрибуты, входящие в состав некоторого потенциального ключа не могут принимать Null-значений.

Целостность по внешним ключам. Внешние ключи не должны быть несогласованными, т.е. для каждого значения внешнего ключа должно существовать соответствующее значение первичного ключа в родительском отношении.

Целостность, определяемая пользователем. Для любой конкретной базы данных существует ряд дополнительных специфических правил, которые относятся к ней одной и определяются разработчиком. Чаще всего контролируется: 

· уникальность тех или иных атрибутов;

· диапазон значений [экзаменационная оценка от 2 до 5];

· принадлежность набору значений [пол "М" или "Ж"].
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